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Abstract—We propose reflection pattern modulation-aided
reconfigurable intelligent surface (RPM-RIS)-assisted cell-
free massive multiple-input-multiple-output (CF-mMIMO)
schemes for green uplink transmission. In our RPM-RIS-
assisted CF-mMIMO system, extra information is conveyed
by the indices of the active RIS blocks, exploiting the joint
benefits of both RIS-assisted CF-mMIMO transmission and
RPM. Since only part of the RIS blocks are active, our
proposed architecture strikes a flexible energy vs. spectral
efficiency (SE) trade-off. We commence with introducing
the system model by considering spatially correlated chan-
nels. Moreover, we conceive a channel estimation scheme
with the minimum mean-square error (MMSE) constraint,
yielding sufficient information for the subsequent signal
processing steps. Then, upon exploiting a so-called large-
scale fading decoding (LSFD) scheme, the uplink signal-to-
interference-and-noise ratio (SINR) is derived based on the
RIS ON/OFF statistics, where both maximum ratio (MR)
and local minimum mean-square error (L-MMSE) combiners
are considered. By invoking the MR combiner, the closed-
form expression of the uplink SE is formulated based only
on the channel statistics. Furthermore, we derive the total
energy efficiency (EE) of our proposed RPM-RIS-assisted
CF-mMIMO system. Additionally, we propose a chaotic
sequence-based adaptive particle swarm optimization (CSA-
PSO) algorithm to maximize the total EE by designing the
RIS phase shifts. Specifically, the initial particle diversity
is promoted by invoking chaotic sequences, and an adap-
tive time-varying inertia weight is developed to improve
its particle search performance. Furthermore, the particle
mutation and reset steps are appropriately selected to enable
the algorithm to escape from local optima. Finally, our
simulation results demonstrate that the proposed RPM-RIS-
assisted CF-mMIMO architecture strikes an attractive SE
vs. EE trade-off, while the CSA-PSO algorithm is capable
of attaining a significant EE performance gain compared to
conventional solutions.

Index Terms—Cell-free massive MIMO, energy efficiency,
iterative optimization, reconfigurable intelligent surfaces,
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I. INTRODUCTION

Cell-free massive multiple-input-multiple-output (CF-
mMIMO) schemes constitute promising candidates for
next-generation wireless communications [1]–[3]. Specif-
ically, a large number of access points (APs) are ran-
domly distributed in a given area to support many user
equipment (UE), which are connected to one or several
central processing units (CPUs) via backhaul links [4]–
[7]. Compared to conventional cellular mMIMO systems,
where the cell-edge UEs suffer from poor quality-of-
service (QoS) and severe inter-cell interference [8], [9],
a CF-mMIMO system experiences reduced interference
and excellent load-balancing, yielding improved spectral
efficiency (SE), lower transmission latency and increased
network capacity [1], [2], [4]. However, under propagation
scenarios with poor scattering and/or high transmission
path loss, the SE and EE of CF-mMIMO will be com-
promised [10]. As a remedy, reconfigurable intelligent
surfaces (RISs) have been widely integrated with various
communication scenarios [11], [12]. Specifically, a RIS
includes a large number of passive elements coordinated
by a micro-controller, while the reflected signals can be
shaped in terms of their phase and magnitude at the
electromagnetic level, resulting in passive beamforming
[13]. Since no active beamformers and sophisticated signal
processing techniques are needed, this results in decreased
overall energy consumption [14].

More recently, RIS-assisted CF-mMIMO systems have
been widely investigated in the existing literature [10],
[15]–[19]. Specifically, in [15], both the uplink and
downlink SEs of RIS-assisted CF-mMIMO systems was
studied based on maximum ratio (MR) processing and
the estimated cascaded two-hop channels were derived,
where single-antenna APs were considered. Shi et al. [16]
considered the electromagnetic interference (EMI) in RIS-
assisted CF-mMIMO systems, and the uplink SE was also
derived. The uplink SE and EE of a RIS-assisted CF-
mMIMO system having realistic hardware impairments
were investigated in [10], while a joint max-min SE
optimization paradigm of both large-scale fading decoding
(LSFD) and power control was also proposed. A two-
timescale transmission protocol-based RIS-assisted CF-
mMIMO system was proposed in [17], where the RIS-
based passive beamforming was designed relying on the
channel statistics and the MR combiner was formulated
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based on the instantaneous channels. In [18], Yao et al. in-
vestigated a robust beamforming scheme of a RIS-assisted
CF-mMIMO system by incorporating the realistic channel
state information (CSI) uncertainties, where a limited-
rate backhaul was considered. In [19], a comprehensive
literature of wireless energy transfer in RIS-aided CF-
mMIMO systems was carried out. Both the downlink and
uplink SE of RIS-aided CF-mMIMO systems with channel
aging were analyzed in [20]. Diluka et al. derived the
tight bounds of the achievable rate and outage probability
in closed-form expressions of RIS-assisted cell-free sys-
tems in [21]. Later in [22], the authors investigated the
RIS-aided CF-mMIMO systems with single-antenna APs.
Moreover, the closed-form expression of the achievable
rate was derived. In [23], upon considering a wideband
RIS-aided cell-free network, a joint precoding scheme was
conceived for maximizing the network capacity. On the
other hand, the maximum EE optimization of RIS-aided
cell-free networks was conceived in [24]–[27]. Explicitly,
the limited backhaul was considered in [26], while the
hybrid RIS-based systems were studied in [27]. However,
the above-mentioned studies consider RISs only as passive
reflectors to reshape the propagation channels. It is known
from [28] that extra information can also be transmitted by
a RIS, leading to an improved communication data rate,
which is close to the RIS channel capacity in theory.

As a parallel development, reflection modulation (RM)
has been proposed to achieve additional information trans-
mission [29], [30]. In [29], a passive beamforming and
information transfer diagram was proposed. In more de-
tails, extra bits can be mapped onto the ON/OFF states
of the RIS elements, while passive beamforming can be
achieved by appropriately adjusting the active phase shifts.
However, since the number of active RIS elements changes
among the transmitted symbols, the outage probability
performance of passive beamforming and information
transfer is compromised [30]. To circument this problem,
Lin et al. [31] proposed reflection pattern modulation
(RPM), where the RIS reflection pattern is fixed during
each symbol transmission, thereby enhancing the outage
probability compared to that of the conventional passive
beamforming and information transfer scheme. In this
context, a received signal power vs. achievable rate trade-
off can also be formulated. Then the RPM system was
extended to the quadrature reflection modulation in [32],
where all RIS elements are activated. In [33], the extra
information bits were mapped onto the superimposed RIS
phase shifts. Upon dividing the RIS into active and passive
blocks, a novel hybrid reflection modulation scheme was
proposed in [34]. However, the above-mentioned design
philosophy has not been harnessed for RIS-assisted CF-
mMIMO systems. Moreover, by scanning the related lit-
erature, we can conjecture that the performance of RIS-
assisted CF-mMIMO systems can be further improved
by leveraging RPM techniques. Against this backdrop,
we activate part of the RIS elements for supporting the
uplink transmission of a RIS-assisted CF-mMIMO system
over Rician spatially correlated channels. Explicitly, by

intrinsically amalgamating RPM and RIS-assisted CF-
mMIMO, we propose the RPM-RIS-assisted CF-mMIMO
philosophy for green communications.

The contributions of this paper are boldly contrasted to
the existing literature in Table I, which are itemized below:

• We propose an RPM-RIS-assisted CF-mMIMO
scheme for supporting green uplink transmission over
spatially correlated channels, where information is
conveyed both by the classic amplitude-phase mod-
ulated (APM) symbols and the indices of the active
RIS elements. The RIS-reflected channel is modeled
by the correlated Rician fading distribution. Then,
the uplink minimum mean-square error (MMSE) cas-
caded two-hop channel estimation algorithm is pre-
sented, where realistic pilot contamination is consid-
ered and yields sufficient information for sequential
data processing. Moreover, the LSFD cooperation
technique is exploited to formulate the uplink input-
output relationship, where both the MR and local
MMSE (L-MMSE) combiners are invoked.

• Based on the MR combiner and the RIS ON/OFF
statistics, a closed-form expression is derived for
the uplink SE for finite numbers of UEs and APs.
Explicitly, the effects of pilot contamination, channel
estimation error, and RIS phase shifts are consid-
ered. Furthermore, the amount of information con-
tained in the received signals is derived by invoking
entropy theory. Upon utilizing the results derived,
the total EE of our proposed RPM-RIS-assisted
CF-mMIMO system is investigated. The simulation
results demonstrate that the proposed RPM-RIS-
assisted CF-mMIMO system is capable of approach-
ing the SE of the conventional RIS-assisted CF-
mMIMO. Moreover, it can also be observed from the
simulations that our RPM-RIS-assisted CF-mMIMO
can attain better total EE than RIS-assisted CF-
mMIMO, where all RIS elements are active.

• Aiming for maximizing the total EE under a RIS
phase shift constraint and per-user EE constraint, the
optimization problem of RIS phase shift design is
formulated. Due to the non-convexity of the formu-
lated optimization problem, we propose a chaotic
sequence-based adaptive particle swarm optimization
(CSA-PSO) algorithm to solve the RIS phase shift
design problem. In more detail, we use chaotic
sequences to improve the initial particle diversity.
Furthermore, a novel adaptive inertia weight factor is
proposed for improving its search performance, and
beneficial particle mutation and reset steps are con-
ceived to help the particles escape from local optima.
It is shown that our proposed CSA-PSO significantly
enhances the EE compared to its conventional PSO
and random phase shift based counterparts. Combined
with the SE simulation results, we conclude that
the proposed RPM-RIS-assisted CF-mMIMO system
studies an attractive SE vs. EE trade-off.

The remainder of our paper is organized as follows: The
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TABLE I
CONTRASTING THE CONTRIBUTIONS TO STATE-OF-THE-ART

Contributions This paper [10] [15] [16] [17] [18] [29]–[31]
RIS-assisted CF-mMIMO X X X X X X
RPM X X
Spatially correlated Rician channels X X
LSFD cooperation X X X
SE in closed-form of RPM-RIS-assisted CF-mMIMO X
EE analysis X X X
Max EE-based RIS phase shift design X X
PSO-based EE optimization X
Complexity analysis of PSO-like algorithms X

system model is described in Section II, while the uplink
data transmission and SE are derived in Section III. In
Section IV, the uplink power consumption and EE are
investigated, while the RIS phase shift design formulated
for uplink EE maximization is introduced in Section V. In
Section VI, we present our simulation results. Finally, our
conclusions are discussed in Section VII.

Notation: Henceforth, ⊗, E{·} and tr(·) are the Kro-
necker product, expectation and trace operators. Matrices
and vectors are denoted by upper- and lower-case boldface
letters, respectively. A complex Gaussian distribution with
mean vector aaa and covariance matrix BBB is denoted by
CN (aaa,BBB); (·)T , (·)∗, (·)H , (·)−1 and |·|2 are the transpose,
conjugate, conjugate transpose, inverse and magnitude
operators respectively; IIIN denotes the N -dimensional
identity matrix; U [a, b] represents the uniform distribution
in the interval [a, b]. The Euclidean norm operator and
truncation argument are denoted by ‖·‖ and b·c, respec-
tively. Finally, AAA = diag{aaa} denotes a diagonal matrix AAA
with the elements of the vector aaa on the diagonal.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

Let us consider a centralized RPM-RIS-assisted CF-
mMIMO communication system that involves U single-
antenna UEs, M APs and M RISs, as shown in Fig.
1. Specifically, each RIS includes L elements and each
AP is equipped with J antennas. Moreover, each RIS is
associated with an RIS controller, capable of adjusting the
phase shift and reflection amplitude of all RIS elements,
while receiving information symbols from UE [31].1 We
assume that the locations of all the APs and users are
randomly chosen in a specific area, and the time-division
duplexing (TDD) operation is adopted similarly to con-
ventional CF-mMIMO systems [1], yielding channel reci-
procity between the uplink and downlink transmissions.
By utilizing RIS beamforming, the reflected signal of one
RIS can be directed to its associated AP [35], [36], i.e.,
each AP is served by only one RIS that is employed close
to the corresponding AP. All the RISs are divided into G
blocks, and each block has N = L/G elements, yielding

1Since our proposed channel estimation method is conceived based
on the cascaded channel and corresponding channel statistics, it is
straightforward to extend our architecture to generalized systems in
which each AP is supported by several RISs and the number of APs
and RISs are different.

overall LA = NK active elements. Now, we focus our
attention on the m-th AP-RIS group. At the beginning of
each channel coherence interval, L1 =

⌊
log2

(
G
K

)⌋
bits are

mapped onto K activated RIS block index symbols, which
are then transmitted to the corresponding RIS controller
to activate specific RIS blocks. Briefly, there are only K
out of G blocks that stay activated (ON-state), and the
remaining (G − K) are OFF-state blocks. Hence, there
are a total of C = 2L1 reflection patterns (RPs), which
can be expressed as Im = {Im,1, . . . , Im,C}. Let us
denote the cth RP as Im,c = {Im,c(0), . . . , Im,c(K−1)},
where Im,c(k) ∈ ZG+ for k = 0, . . . ,K − 1, and the
corresponding activated RIS element index set is given by
Īm,c = {Īm,c(0), . . . , Īm,c(LA − 1)}, where Im,c(lA) ∈
ZL+ for lA = 0, . . . , LA − 1. Moreover, the transmitted
symbols of U UE are generated based on a Q-ary nor-
malized quadrature amplitude modulation (QAM)/phase-
shift keying (PSK) constellation B = {b1, . . . , bQ}, yield-
ing L2 = U log2Q bits. We consider a quasi-static
block flat-fading channel model having a τc symbol-
length coherence interval, while the length of the uplink
channel estimation block is τp symbols. Consequently,
the remaining τu = τc − τp symbols are utilized for
uplink data transmission. It should be noted that the uplink
SE at the UE side is only associated with the UE bit
component L2, yielding the sum SE as ηSE =

∑U
u=1 η

SE
u =

(τu/τc) log2 (1 + δu), where δu denotes uplink signal-to-
interference-and-noise ratio (SINR) of UE u. On the other
hand, the RIS bit component L1 is taken into account
when we calculate the amount of information contained
at the AP side, as formulated in (15) and (16). Moreover,
we emphasise that since the RIS RP is associated with the
RIS-reflected channels, the bit sequence L1 is only sent at
the beginning of each coherence interval. This implies that
the RP remains fixed during the coherence interval, and
RIS elements need to switch the ON/OFF state when a new
coherence interval comes. Since the RIS controller needs
to detect the bit sequence L1 to obtain the RIS RP, the
hardware complexity of our proposed RPM-RIS-assisted
CF-mMIMO is higher than the conventional schemes.2

2For the typical maximum likelihood detector, the complexity is on
the order of O(2L1 ). There are also other low-complexity detectors that
can be considered, such as MMSE and approximate message passing
(AMP) detectors [37], [38].



4

A. Channel Model

The lAth phase shift of the m-th RIS can be for-
mulated as θlA,m ∈ [−π, π],∀m, lA. Therefore, the m-
th RIS phase shift matrix can be expressed as ΦΦΦm =
diag{eiθ1,m , . . . , eiθLA,m} ∈ CLA×LA . The channel ma-
trix between the AP m and the m-th RIS can be expressed
as GGGm ∈ CJ×L, while zzzmu ∈ CL denotes the channel
vector between the m-th RIS and the UE u. We consider
an urban environment having a multi-scatterer distribution,
such that there is no direct path in the UE-AP link channel.
Consequently, the channel between the AP m and the UE
u is realistically modeled via the Rayleigh fading distri-
bution, which is given as fffmu ∼ CN (000,RRRmu),∀m,u,
where RRRmu ∈ CJ×J denotes the corresponding spatial
correlation matrix, and βmu = tr(RRRmu)/J is the large-
scale fading coefficient. Moreover, we consider the sce-
nario that the UE-RIS and RIS-AP channels are modeled
using the Rician distribution with high line-of-sight (LOS)
probability. Explicitly, the UE-RIS and RIS-AP channels
can be respectively formulated as

zzzmu =

√
ξmu

ιmu + 1
(
√
ιmuz̄zzmu + z̃zzmu) ,

GGGm =

√
αm

κm + 1

(√
κmḠGGm + G̃GGm

)
, (1)

where ξmu and αm are the path-loss coefficients, while
ιmu and κm denote the Rician coefficients, respectively.
Moreover, z̄zzmu ∈ CLA and ḠGGm ∈ CJ×LA represent the
deterministic LoS components, while the non-LoS (NLoS)
components can be formulated as z̃zzmu ∼ CN (000, R̃RRmu)
and vec(G̃GGm) ∼ CN (000, R̃RRm). Moreover, R̃RRmu ∈ CLA×LA
and R̃RRm ∈ CJLA×JLA denote the covariance and full
correlation matrices, which can be respectively formulated
as R̃RRmu = RRRRIS,m = dHdVRRRm and R̃RRm = (RRRTAP,m ⊗
RRRRIS,m)/JLA [16], where RRRAP,m and RRRRIS,m denote the
correlation matrices at the AP side [39] and the RIS side,
respectively, while dH and dV denote the horizontal width
and the vertical height of each RIS element. Moreover,
the RIS spatial correlation matrix RRRm ∈ CLA×LA can
be obtained based on [40]. For the LoS components, we
consider that the AP and RIS have a (J×1)-uniform linear
array (ULA) and (

√
L×
√
L)-uniform squared planar array

(USPA), respectively. Therefore, the LoS components can
be expressed as z̄zzmu = aaaLA(ϕamu, ϕ

e
mu) and ḠGGm =

aaaJ(υam, υ
e
m)aaaLA(ϕ̄am, ϕ̄

e
m)H [41], where ϕamu and ϕemu

are the azimuth and elevation angles of arrival (AoA) of
the signal from the UE u to RIS m. Furthermore, υam and
υem denote the azimuth and elevation angles of departure
(AoD) from the m-th RIS to the m-th AP, while ϕ̄am as
well as ϕ̄em represent the azimuth and elevation AoA at
the m-th AP, respectively. Moreover, the elements of the
steering vectors aaaLA(χa, χe) ∈ CLA and aaaJ(χa, χe) ∈ CJ
can be obtained based on [17]. Given the activated RIS
block index subset Ic and the m-th phase shift matrix, the
RIS-assisted aggregated channel spanning from the u-th
UE to AP m can be formulated as

hhhmu = fffmu +GGGmΦΦΦmzzzmu , h̄hhmu + h̃hhmu, (2)

UE u AP m

GGGm

zzzmu

fffmu

RIS m
RIS controller

AP-RIS group

ΦΦΦm

Fig. 1. Illustration of the RPM-RIS-assisted CF-mMIMO system em-
ploying M AP-RIS groups and U UEs.

where we have bmu ,
αmξmu

(κm+1)(ιmu+1) , the LoS com-
ponent is given by h̄hhmu =

√
bmuκmιmuḠGGmΦΦΦmz̄zzmu,

the NLoS components are formulated as h̃hh
1

mu =√
bmuκmḠGGmΦΦΦmz̃zzmu, h̃hh

2

mu =
√
bmuιmG̃GGmΦΦΦmz̄zzmu and

h̃hh
3

mu =
√
bmuG̃GGmΦΦΦmz̃zzmu, while h̄hhmu and h̃hhmu ,∑3

c=1 h̃hh
c

mu + fffmu represent the LoS and NLoS compo-
nents of the aggregated channel, respectively. We assume
that the LoS component h̄hhmu is known at all the APs [42].
Moreover, we have the following statistical result of the
unknown NLoS component h̃hhmu.

Proposition 1: The covariance matrix of the NLoS
component h̃hhmu of (2) can be formulated as

RRRhmu ,E
{
h̃hhmuh̃hh

H

mu

}
= bmuκmḠGGmΦΦΦmR̃RRmuΦΦΦ

H
mḠGG

H
m

+RRRmu + ΠΠΠmu + ΞΞΞmu, (3)

where ΠΠΠmu , E
{
R̃RR
h

mu,2

}
, ΞΞΞmu , E

{
R̃RR
h

mu,3

}
, while

R̃RR
h

mu,2 and R̃RR
h

mu,3 are the correlation matrices of h̃hh
2

mu and

h̃hh
3

mu, respectively.
Proof: The proof is offered in Appendix B. �

B. Uplink Channel Estimation

By utilizing τp pilot symbols {φφφ1, . . . ,φφφτp} with
||φφφt||2 = τp transmitted by all UEs where t ∈ {1, . . . , τp},
we carry out the channel estimations independently, where
we have τp < U and assume that τp pilot symbols are
shared by U UEs. Let Pu ⊂ {1, . . . , U} represent the UE
index set that harnesses the same pilot symbol as the UE u,
including the u-th UE itself. More specifically, the pilot
symbol allocated to UE u is given by φφφtu ∈ Cτp with
tu ∈ {1, . . . , τp}. Given UE u and Pu, the pilot reuse
pattern can be formulated as φφφTtkφφφ

∗
tu = τp, k ∈ Pu and

φφφTtkφφφ
∗
tu = 0, k /∈ Pu. The symbol received at AP m can

be formulated as YYY pm =
∑U
k=1

√
pkhhhmkφφφ

T
tk

+NNNm, where
pk ≥ 0 represents the normalized SNR per pilot symbol of
the kth UE during channel estimation, while the elements
of the noise term NNNm ∈ CJ×τp are independent and
identically distributed (i.i.d.) Gaussian random variables
(RVs) with zero mean and unit variance. Consequently,
the pilot-projected-version of the received training signal
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yyypmu = YYY pmφφφ
∗
tu ∈ CJ can be obtained as

yyypmu =
√
puτphhhmu +

∑
k∈Pu\{u}

√
pkτphhhmk +nnnmu, (4)

where nnnmu = NNNmφφφ
∗
tu/
√
τp ∼ CN (000, τpIIIJ). Based on

(4), and upon invoking the MMSE channel estimation
technique [4], the estimated aggregated channel can be
formulated as

ĥhhmu = h̄hhmu +
√
puRRR

h
muΨΨΨ

−1
mu(yyypmu − ȳyypmu), (5)

where ΨΨΨmu =
∑
k∈Pu pkτpRRR

h
mk + IIIJ and ȳyypmu =∑

k∈Pu
√
pkτph̄hhmk. The expectation and covariance ma-

trices of the channel estimate ĥhhmu and the estimation
error h̃hhmu = hhhmu − ĥhhmu can be respectively derived as
E{ĥhhmu} = h̄hhmu, Cov{ĥhhmu} = C̄CCmu = puτpΓΓΓmu and
E{h̃hhmu} = 000, Cov{h̃hhmu} = ΛΛΛmu, where we have

ΓΓΓmu , RRR
h
muΨΨΨ

−1
muRRR

h
mu, ΛΛΛmu , RRR

h
mu − C̄CCmu. (6)

It should be noted that ĥhhmu and h̃hhmu = hhhmu − ĥhhmu are
uncorrelated.

III. UPLINK DATA TRANSMISSION AND SPECTRAL
EFFICIENCY

A. Uplink Data Transmission Phase

Upon denoting the symbol transmitted by the u-th user
as su =

√
p̄us̄u, where p̄u represents the uplink power

control coefficient, and s̄u is generated based on a Q-
ary normalized QAM/PSK constellation B = {b1, . . . , bQ}
with E{|s̄u|2} = 1. The J-dimensional signal received at
the m-th AP is given by

yyym =

U∑
u=1

hhhmusu +nnnm = HHHmPPP
1/2s̄ss+nnnm, (7)

where PPP 1/2 = diag{p̄pp} with p̄pp = [
√
p̄1, . . . ,

√
p̄U ]T de-

noting the uplink power control matrix, s̄ss = [s̄1, . . . , s̄U ]T

is the symbol vector, HHHm = [hhhm1, . . . ,hhhmU ] ∈ CJ×U
while nnnm ∼ CN

(
000, σ2IIIJ

)
represents the noise term. We

assume that each AP is capable of processing the uplink
received signal locally by applying a specific combining
vector vvvmu ∈ CJ to yyym [4], [16]. Hence, the local symbol
estimates s̃mu = vvvHmuyyym can be formulated as

s̃mu = vvvHmuhhhmusu +

U∑
k 6=u

vvvHmuhhhmksk + vvvHmunnnm, (8)

where any combiner can be exploited in (8). In
this paper, we first consider the simple MR com-
bining scheme associated with vvvmu = ĥhhmu. More-
over, we invoke the L-MMSE combiner vvvmu =

p̄u

[∑U
k=1 p̄k

(
ĥhhmkĥhh

H

mk + ΛΛΛmk

)
+ σ2IIIM

]−1

ĥhhmu to at-

tain the minimum MSE = E
{
‖su − vvvHmuyyym‖2|ĥhhmk

}
.

Then, we exploit the LSFD scheme to mitigate the in-
terference [4]. All the local symbol estimates {s̃mu,∀m}
are sent to the CPU and are linearly combined by applying

the weighting factors cmu for m = 1, . . . ,M , yielding the
final estimate ŝu =

∑M
m=1 c

∗
mus̃mu as

ŝu = cccHu ggguusu +

U∑
k 6=u

cccHu ggguksk + nu, (9)

where we have ggguk = [vvvH1uhhh1k, . . . , vvv
H
MuhhhMk]T ∈ CM

and cccu = [c1u, . . . , cMu]T ∈ CM denotes the weighting

factor vector, nu =
M∑
m=1

c∗muvvv
H
munnnm, while the equivalent

channel gain can be expressed as {cccHu ggguk, k = 1, . . . , U}.

B. Uplink Spectral Efficiency

We assume that each UE is capable of obtaining only
the channel statistics but not the specific channel state in-
formation (CSI). Upon exploiting the use-and-then-forget
bounding method [1], the uplink SE associated with UE
u (in bit/s/Hz) can be expressed based on (9) as

ηSE
u = (τu/τc) log2 (1 + δu) , (10)

where δu is the effective uplink SINR of UE u, defined
as follows

δu =
p̄u|cccHu E{ggguu}|2

U∑
k=1

p̄kE{|cccHu ggguk|2} − p̄u|cccHu E{ggguu}|2 + σ2cccHu VVV ucccu

=
p̄u|cccHu E{ggguu}|2

cccHu

(
U∑
k=1

p̄kΩΩΩuk − p̄uGu + σ2VVV u

)
cccu

, (11)

where Gu = E{ggguu}E{gggHuu} and ΩΩΩuk ∈ CM×M
represents the inter-user interference introduced
by pilot contamination and imperfect channel
estimation, whose elements can be expressed
as E{vvvHmuhhhmkhhhHm′kvvvm′u},∀m,m′, and we have
VVV u = diag

{
E
[
||vvv1u||2

]
, . . . ,E

[
||vvvMu||2

]}
.

Proposition 2: Upon exploiting the MR combining
scheme associated with vvvmu = ĥhhmu and the LSFD
technique, the uplink SINR of UE u can be expressed in
closed-form as

δu =
p̄u|tr(CCCHu ΥΥΥu)|2

U∑
k=1

p̄ktr(C̄CCuk) +
∑

k∈Pu\{u}
p̄kLuk + tr(DDDu)

, (12)

where we have C̄CCuk = CCCHu TTTukCCCu andDDDu = CCCHu (σ2ΥΥΥu−
p̄u∆∆∆

2
u)CCCHu . In (12), we specifically denote CCCu =

diag{cccu} ∈ CM×M and ΥΥΥu = diag{ξ̄ξξu} ∈ CM×M ,
where ξ̄ξξu = [ξ̄1u, . . . , ξ̄Mu]T with ξ̄mu = h̄hh

H
muh̄hhmu +

puτptr(ΓΓΓmu) associated with the desired signal. Moreover,
the non-coherent interference can be formulated as TTTuk =
diag{µµµuk} ∈ CM×M and µµµuk = [µuk,1, . . . , µuk,M ]T ,
where

µuk,m =pkτptr(ΓΓΓmuRRR
h
mk) + h̄hh

H
muRRR

h
mkh̄hhmu

+ pkτph̄hh
H
mkΓΓΓmuh̄hhmk + |h̄hhHmuh̄hhmk|2. (13)

Furthermore, the coherent interference Luk can be ex-
pressed by Luk = pupkτ

2
p |tr(CCCuWWWuk)|2 and WWWuk =
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diag{wwwuk} ∈ CM×M , where wwwuk = [wuk,1, . . . , wuk,M ]T

with wuk,m = tr(RRRhmkΨΨΨ
−1
muRRR

h
mu), and ∆∆∆u =

diag
{
||h̄hh1u||2, . . . , ||h̄hhMu||2

}
.

Proof: The proof is provided in Appendix C. �
It should be noted that (11) is in a generalized Rayleigh

quotient form. Therefore, based on the technique in [4],
the optimal LSFD weighting vector cccopt

u optimized for
maximizing the SINR given in (11) is

cccopt
u =

(
U∑
k=1

p̄kΩΩΩuk − p̄uGGGu + σ2VVV u

)−1

E{ggguu}, (14)

where GGGu = E{ggguu}E{gggHuu}, yielding the corresponding
maximum SINR as δopt

u = p̄uE{gggHuu}ccc
opt
u . Consequently,

the sum SE can be expressed as ηSE =
∑U
u=1 η

SE
u .

IV. POWER CONSUMPTION AND ENERGY EFFICIENCY

Based on the standard random coding theory of [43],
the transmitted symbol vector s̄̄s̄s can be modeled as s̄ss ∼
CN (000, IIIU ). Therefore, based on (7), given the effective
channel matrix HHHm and the uplink power control matrix
PPP , it can be observed that the received signal follows the
distribution of yyym ∼ CN (000,HHHmPPPHHH

H
m+σ2IIIJ). Therefore,

the conditional entropy of yyym and the differential entropy
nnnm can be respectively formulated as [43]

H(yyym|HHHm) = log2{det[πe(HHHmPPPHHH
H
m + σ2IIIJ)]},

H(nnnm) = log2{det(πeσ2IIIJ)}. (15)

Given the RP and AP index m, the channel matrix HHHm

is seen to be a function of the RIS phase shift matrix
ΦΦΦm. Therefore, based on the mutual information between
HHHmPPP

1/2s̄ss and yyym, the amount of information contained
in yyym measured in (bit/s/Hz) can be formulated as

C̄m = EHHHm{I(yyym;HHHmPPP
1/2s̄ss|HHHm)}

= EHHHm{H(yyym|HHHm)} −H(nnnm)

= EHHHm
{

log2 det

(
HHHmPPPHHH

H
m

σ2
+ IIIJ

)}
. (16)

Consequently, the total uplink power consumption can
be formulated as P tot =

∑M
m=1 P

AP
m +

∑M
m=1 P

BH
m +∑M

m=1 P
RIS
m +

∑U
u=1 P

UE
u [2], [14], [44], where PAP

m and
PBH
m represent the m-th AP’s power consumption and

the corresponding backhaul link, respectively. PRIS
m and

PUE
u represent the power consumption of the m-th RIS

and u-th UE, respectively. Also, PAP
m can be expressed

as PAP
m = B τu

τc
C̄m%

AP
m + PAP,fix

m + JPAP,a
m , where %AP

m

denotes the traffic-dependent power coefficient measured
in (Watt/bit/s), PAP,fix

m is the fixed AP power consumption
related to the traffic load, while PAP,a

m is the traffic-agnostic
uplink power consumed by each antenna of the m-th AP.
Moreover, we have PBH

m = B τu
τc
C̄m%

BH
m + PBH,fix

m , with
bandwidth B, %BH

m denotes the traffic-dependent power
coefficient measured in (Watt/bit/s), and PBH,fix

m represents
the fixed power dissipated by the m-th backhaul link.
Then, the RIS power consumption is given by PRIS

m =
LAP (b),∀m, where P (b) is the power consumed by each
RIS element having b-bit resolution [14]. Finally, we

have PUE
u = p̄u/α

UE + PUE,fix
u with the power amplifier

efficiency αUE and UE side fix power consumption PUE,fix
u .

The total uplink power consumption can be expressed as

P tot = P fix + γ

U∑
u=1

p̄u + PRIS
m +B

τu
τc

M∑
m=1

C̄m%̃m, (17)

where P fix denotes the fix power consumption, %̃m =
%AP
m + %BH

m , and the total EE measured in (bit/Joule) can
be formulated as ηEE = BηSE/P total [2].

The static power consumption of RIS includes the ad-
justable electronic circuit and the number of control signal-
related components [45]. For the RPM-RIS-assisted CF-
mMIMO systems, the power dissipated by the electronic
circuit is higher than the conventional RIS-assisted CF-
mMIMO since the ON/OFF states of RIS elements are
switched at the beginning of each coherence interval.
However, only a part of RIS elements are activated
in the proposed RPM-RIS-assisted CF-mMIMO systems,
yielding lower power consumption than the RIS-assisted
CF-mMIMO. Therefore, we still exploit the conventional
power consumption model of (17) in this paper. A detailed
power consumption analysis of our RPM-RIS-assisted CF-
mMIMO will be carried out in our future work.

V. RIS PHASE SHIFT DESIGN FOR UPLINK ENERGY
EFFICIENCY MAXIMIZATION

A. Problem Statement

Upon denoting the collected set of RIS phase shift
matrices as ΦΦΦ = {ΦΦΦ1, . . . ,ΦΦΦM}, hence the optimization
problem of maximizing the total EE can be formulated as

(P0) :


max

ΦΦΦ
ηEE

s.t. ηSE
u ≥ ηEE

u,min,∀u,
− π ≤ θlA,m ≤ π,∀lA,m.

(18a)

(18b)

(18c)

It can be readily shown that the optimization problem (P0)
that the objective function (18a) and the constraint of (18b)
are non-convex. The EE optimization problem of existing
works is formulated based on the instantaneous SINR
[24]–[27]. By contrast, our corresponding optimization
problem (P0) is conceived based on our derived closed-
form expression of the ergodic SINR. Consequently, it
can be observed from (12) and (17) that the expression
of ηEE is complex and the phase shift matrices ΦΦΦm
for m = 1, . . . ,M are highly coupled. Hence, it is
challenging to derive the global optimal solution of (18)
upon utilizing conventional optimization algorithms, such
as majorization-minimization (MM), gradient ascent-based
algorithms and successive convex approximation (SCA)
algorithms. Therefore, we propose a CSA-PSO scheme
for solving the phase shift design optimization problem
shown in (18).

B. Phase Shift Optimization Using CSA-PSO

We assume that the CSA-PSO population Q includes I
individuals. Based on the system model shown in Section
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II, there are a total of MLA phase shift elements. yielding
θθθ = {θθθ1, . . . , θθθM} associated with θθθm ∈ CLA ,∀m.
Hence, the ith initial individual can be expressed as
θθθ0
i = {θ0

i (1), . . . , θ0
i (MLA)}, where each element is in

the range of [−π, π], and can be formulated as θ0
i (d) =

−π + 2πκi(d),∀i, d, for d = 1, . . . ,MLA and i =
1, . . . , I . Moreover, κi(d) ∈ [0, 1] is the chaotic sequence
that can be obtained via the Logistic function [46], which
can be generated as κi(d+ 1) = µ̃κi(d)[1−κi(d)], where
µ̃ = 4 and κi(1) /∈ {0, 0.25, 0.5, 0.75, 1}. During the tth
iteration, all the I populations can be updated in parallel.
According to the fitness value that each particle has
achieved, the CSA-PSO algorithm registers both the local
and global optimal particles, which are denoted as θθθti,pbest
and θθθtgbest, respectively. We propose an update scheme of
the velocities of each particle, which can be formulated as
vvvt+1
i = ωtvvvti + c1r1

(
θθθti,pbest − θθθti

)
+ c2r2

(
θθθtgbest − θθθti

)
,

where ωt denotes the inertial weight factor, c1 and c2
are the acceleration factors, while we have rk ∼ U(0, 1)
for k = 1, 2. Moreover, we have c1 = c2 = 1.496
[47]. It should be noted that the velocity is limited by
[−vmax, vmax]. We propose adaptive strategies to adjust the
inertial weight factor, yielding

ωt = ωmin + (ωmax − ωmin)

(
2

1 + e−5ζt
− 1

)
, (19)

where ωmin and ωmax are the preset minimum and maxi-
mum values of the inertial weight factor, ζt = (Tmax −
t)/Tmax, where Tmax denotes the maximum number of
iterations. Consequently, the initial weight factor can be
obtained when t = 0, i.e., we have ω0 = ωmin. The
particles are updated as θθθt+1

i = θθθti + vvvt+1
i . To further

enhance the performance, we propose a mutation scheme,
where the worst local particle θθθtpworst is mutated as θθθtpworst =
θθθtgbest +θθθ

t
∆, where θθθt∆ ∼ N (000, σ2

t IIIMLA) with σt = 2π(1−
t/Tmax). Since the conventional PSO algorithm might get
trapped in a local optimum, we check the fitness values
of all the particles based on their history. If the fitness
values remain unchanged for Tcheck iterations, we reset the
corresponding particles based on θθθtgbest and θθθti,pbest, yielding

θt+1
i (d) ∼ N

(
θtgbest(d)−θti,pbest(d)

2 ,
∣∣∣θtgbest(d)− θti,pbest(d)

∣∣∣)
for i ∈ {1, . . . , I}. After Tmax iterations, the best individ-
ual in a set of Q is selected as the optima. The proposed
CSA-PSO algorithm is summarized in Algorithm 1.

C. Complexity Analysis

In the conventional PSO algorithm, the initial phase
shifts θθθ0

i are generated randomly. Moreover, the inertial
factor is fixed [47]. Furthermore, the mutation and particle
reset steps are saved. The complexity of phase shift
initialization is on the order of O(MLAI). During each
iteration, obtaining the best local and global solutions by
sorting the particles based on their EEs requires O(I log I)
operations. The complexity of calculating the velocities is
given by O(MLAI). Hence, we can readily show that the
overall complexity of PSO is on the order of O[MLAI +
(I log I +MLAI)Tmax] = O[(I log I +MLAI)Tmax].

Algorithm 1 CSA-PSO Algorithm
Require: κi(d), µ̃, ω0, c1, c2, ωmin and ωmax.
1: Preparation: Set a maximum iterations number Tmax, ti,check = 0,
ni = 0 and Ni = 10

2: Initialize Compute θθθ0
i using chaotic sequence.

3: while t = 0 < Tmax∧ni < Ni do
4: Calculate (ηEE

i )t.
5: Obtain the local best particles θθθti,pbest, global best particles θθθtgbest

and local worst particles θθθtpworst based on (ηEE
i )t.

6: Mutate the local worst particle as θθθtpworst = θθθtgbest + θθθt∆.

7: ωt = ωmin + (ωmax − ωmin)
(

2

1+e−5ζt
− 1

)
.

8: vvvt+1
i = ωtvvvti + c1r1

(
θθθti,pbest − θθθ

t
i

)
+ c2r2

(
θθθtgbest − θθθ

t
i

)
.

9: Obtain the updated particles as θθθt+1
i = θθθti + vvvt+1

i .
10: while t > 0
11: if (ηEE

i )t = (ηEE
i )t−1 then

12: ti,check = ti,check + 1.
13: else ti,check = 0.
14: end if
15: end while
16: If ti,check > Tcheck

17: θt+1
i (d) ∼ N

(
θtgbest(d)−θ

t
i,pbest(d)

2
,
∣∣∣θtgbest(d)− θ

t
i,pbest(d)

∣∣∣).

18: end if
19: If |(ηEE

i )t − (ηEE
i )t−1| < ε

20: ni = ni + 1
21: end if
22: end while
23: return θθθTmax+1

gbest and the corresponding EE value ηEE.

Compared to the conventional PSO, our proposed CSA-
PSO invokes chaotic sequences to generate the initial
RIS phase shifts, while the complexity of each step is
on the order of O(MLAI). Additionally, the complexity
of updating the inertial weight factor based on (19) is
given by O(Tmax). The complexity of the particle reset
step is on the order of O(MLAT1), while the best case
is associated with ti,check ≤ Tcheck during the iterations,
yielding T1 = 0. The worst case occurs, when the
particles are reset every Tcheck times, and we have T1 =
bTmax/Tcheckc. Finally, the complexity of the proposed
CSA-PSO is given as O[MLAI + MLAI + (I log I +
MLAI+1)Tmax +MLAT1] = O[(I log I+MLAI)Tmax +
MLA(T1 + 2I)]. Since the complexity is dominated by
O[(I log I+MLAI)Tmax], it can be observed that the com-
plexity of our CSA-PSO is only slightly higher compared
to the PSO algorithm.

VI. SIMULATION RESULTS

In this section, we provide simulation results for charac-
terizing the SE and EE of our proposed RPM-RIS-assisted
CF-mMIMO system relying on our CSA-PSO phase shift
optimization algorithm. For all simulations, we consider
M APs and U UEs, which are independently and uni-
formly distributed inside a 1× 1 km2 area, where a wrap-
around setup is emulated for avoiding the ‘desert island’
edge effects. The heights of AP, RIS and UE are set as
12.5 m, 30 m and 1.5 m, respectively. Based on the micro-
cellular COST 321 Walfish-Ikegami model, the path-loss
(PL) coefficients of the NLoS component associated with
the UE-AP, UE-RIS and RIS-AP links can be formulated
as PLNLoS[dB] = −34.53 − 38 log10 (d/1m) + F [16],
[42], [48], where d denotes the communication distance
according to the scenario, where F =

√
δfa+

√
1− δfb

represents the shadow fading having the shadow fading
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parameter δf [1], [42], [48]. Moreover, a ∼ N (0, δ2
sf)

and b ∼ N (0, δ2
sf) are independent random variables at

the transmitter and receiver sides, respectively. Consider
the UE-AP direct link as an example. The covariance

functions can be formulated as E{auau′} = 2
−
d
uu′
ddc and

E{bmbm′} = 2
−
d
mm′
ddc , where duu′ and dmm′ are the UE

u-UE u′ and AP m-AP m′ distances, respectively, while
ddc denotes the decorrelation distance [1]. The Rician
factors are formulated as ιmu = 101.3−0.003dmu and
κm = 101.3−0.003du , where dmu and du represent the
distances of the UE u-RIS m and RIS m-AP m pairs,
respectively. Here, we set δf = 0.5, δsf = 8 and ddc = 100
m [42], [48], while we select dm = 10 m, bandwidth
B = 20 MHz and noise power σ2 = −94 dBm. The
transmit power is pu = p̄u = 200 mW, ∀u, the length
of each coherence block is τc = 200 where τp = 2
pilots are used in each coherence block, which corresponds
to a coherence bandwidth of Bc = 200 KHz and a
coherence time of Tc = 1 ms. Each RIS contains L = 64
elements and it is uniformly divided into G = 4 blocks
with dH = dV = λ/4. Moreover, we have RRRAP,m =

R̃RRAP,mR̃RR
H

AP,m with R̃RRAP,m = dPL/2[AAA 000J×J−P ], where
AAA = [aaa(φ1), . . . , aaa(φP )] ∈ CJ×P . The J-dimensional
steering vector can be formulated as

aaa(φp) =
1√
P

[
1, . . . , e−j2π

dAP
λ (J−1) sin(φp)

]T
, (20)

where φp = −π/2 + (p − 1)π/P for p = 1, . . . , P .
Furthermore, d and PL denote the communication distance
and path loss corresponding to the scenario, respectively,
and we utilize P = J/2 [39]. We leverage the Gaussian
local scattering channel model to generate the spatial
correlation matrix RRRmu, where its (p, q)th element can
be given by [16]

Rmu(p, q) =
βmu√
2πσχ

∫ ∞
−∞

ej2πdH(p−q)χ̃lA,me
− χ2

2σ2χ dχ,

(21)

where χ̃lA,m = sin(θlA,m + χ), and χ ∼ N (0, σ2
χ) with

an angular standard deviation (ASD) of σχ, and we use
σχ = 15◦. Unless stated otherwise, M = 20 APs having
J = 4 antennas and U = 5 UEs are employed. The
RIS and AP element spacings are set as dRIS = λ/4 and
dAP = λ/2, respectively. Each RIS includes K = 1, 2 and
4 active RIS blocks, it should be noted that the K = G = 4
case is equivalent to the RIS-assisted CF-mMIMO system.
In the following figures, the conventional CF-mMIMO
and RPM-RIS-assisted CF-mMIMO setups are denoted as
“Cell Free” and “RPM-RIS-CF”, respectively.

In Fig. 2, we investigate the cumulative distribution
function (CDF) of the SE per UE associated with the
conventional CF-mMIMO and our proposed RPM-RIS-
assisted CF-mMIMO systems using Monte Carlo simu-
lations based on (10) and (11), where the L-MMSE com-
biner and different numbers of active RIS blocks are con-
sidered. It can be observed that the RPM-RIS-assisted CF-
mMIMO system significantly outperforms CF-mMIMO in
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Fig. 2. CDF of SE for the CF-mMIMO and RPM-RIS-assisted CF-
mMIMO systems with L-MMSE combiner (G = 4 and K = 1, 2 and
4).
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Fig. 3. CDF of SE for the CF-mMIMO and RPM-RIS-assisted CF-
mMIMO systems with MR combiner (G = 4 and K = 1, 2 and 4).

terms of SE, which is consistent with [15], [16]. Moreover,
RPM introduces a slight SE loss, as shown in Fig. 2, since
the cascaded channel gain is lower for less active RIS
blocks. However, it should be emphasized that the CDF
associated with K = 1, 2 and 4 are nearly identical.

The CDFs of SE per UE for the CF-mMIMO and RPM-
RIS-assisted CF-mMIMO systems are depicted in Fig. 3.
Moreover, the results of Monte Carlo simulations based
on (10) as well as (11) and the SE closed-form results
based on (10) and (12) are also illustrated. From Fig.
3, we have the following observations. Firstly, a perfect
overlap between the SE closed-form expression and the
Monte Carlo simulations can be observed, which validates
the accuracy of our analytical results. Secondly, the SE
performance gaps of RPM-RIM-assisted CF-mMIMO as-
sociated with K = 1 and 2 compared to the RIS-assisted
CF-mMIMO (K = 4) are very small. Thirdly, as seen
in Fig. 2 and Fig. 3, the L-MMSE combiner is capable
of attaining higher SE compared to the MR combiner,
since the L-MMSE combiner can minimize the MSE at
the cost of increased computational complexity, which is
similar to conventional CF-mMIMO systems [4]. Since the
Monte Carlo simulation results are challenging to obtain,
the closed-form SE derived based on the MR combiner
will be utilized in the following figures.
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Fig. 4. CDF of SE per UE of the RPM-RIS-assisted CF-mMIMO
systems with U = [5, 15] and K = 1, 2 and 4.
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Fig. 5. Average SE of CF-mMIMO and RPM-RIS-assisted CF-mMIMO
systems with G = 4 using different numbers of activated RIS blocks
and different fading scenarios.

In Fig. 4, the CDF of the SE per UE for the proposed
RPM-RIM-assisted CF-mMIMO is investigated along with
K = 1, 2 and 4 active RIS blocks, while supporting
U = [5, 15] UEs. It can be observed that higher SE can
be achieved when employing U = 5 UEs compared to
the U = 15 case. This is because lower pilot contami-
nation and interference are achieved when fewer UEs are
deployed and the pilot length τp is fixed. Furthermore, the
SE gap introduced by RPM remains narrow, regardless of
the value of U .

Figure 5 shows the average SE per UE of the CF-
mMIMO and RPM-RIM-assisted CF-mMIMO systems
as a function of the number of APs M for different
numbers of active RIS blocks K and different fading
scenarios. As shown in Fig. 5, the SE can be enhanced
by deploying more APs, regardless of the fading scenar-
ios. This observation implies that the number of spatial
degrees of freedom and channel hardening effect can be
enhanced by increasing the value of M , yielding better
beamforming gain. Moreover, our proposed RPM-RIS-
assisted CF-mMIMO under Rician fading channels is
capable of achieving up to 112.5% higher SE compared
to the conventional CF-mMIMO. Furthermore, it can be
observed that given the number of APs, Rician fading
is capable of striking a higher average SE compared to
Rayleigh fading scenarios, while the pure LoS scenario

can attain the highest average SE. This is because the
channel gain of Rician fading channels is higher than the
Rayleigh fading channels. Specifically, at K = 4 and
M = 35, the Rician fading and pure LoS channels can
attain about 18.1% and 25.1% SE improvements compared
to the Rayleigh fading channels, respectively.3
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Fig. 6. Average SE of CF-mMIMO and RPM-RIS-assisted CF-mMIMO
systems for K = 1, 2 and 4.
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Fig. 7. Average SE of CF-mMIMO and RPM-RIS-assisted CF-mMIMO
systems with MJ = 80, for different numbers of activated RIS blocks.

In Fig. 6, the average SE of both the CF-mMIMO
and RPM-RIS-assisted CF-mMIMO systems versus the
number of UEs U is evaluated. It can be observed that the
average SE is reduced as the number of UEs increases.
Moreover, the performance loss between K = 1 and 2
compared to the K = 4 case becomes lower under the
scenario of higher U values, which is consistent with the
findings in Fig. 4. This observation can be explained by
the fact that the interference among UEs is expected to be
higher when more UEs are supported. Furthermore, given
the U = 10 case, our RPM-RIS-assisted CF-mMIMO can
attain about 53.9% SE gain compared to the conventional
CF-mMIMO for any specific K.

In Fig. 7, the average SE of both the CF-mMIMO and
RPM-RIS-assisted CF-mMIMO systems are investigated

3We emphasize that the philosophy of our proposed architecture can
be straightforwardly extended to other fading channel models, such as
Nakagami-m, κ− µ, etc [49].
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as a function of the number of antennas per AP, while
the total number of antennas is fixed as MJ = 80. It can
be seen that although the proposed RPM-RIS-assisted CF-
mMIMO system still outperforms CF-mMIMO in terms of
its average SE per UE, there is a significant performance
erosion as J increases. This trend can be explained by
the following arguments. Firstly, since the value of MJ
remains unchanged, a higher J implies that fewer APs are
deployed, yielding higher path losses. Furthermore, lower
macro-diversity can be obtained for a higher value of J .
In addition, compared to the array gain, it can be readily
shown that macro-diversity is the dominant factor for this
scenario.

Next, the EE of our proposed RPM-RIS-assisted CF-
mMIMO system is evaluated. The traffic-dependent power
coefficients are set as %AP

m = %BH
m = 0.25 (W/Gbps),

∀m. The fixed AP power consumption and the traffic-
independent power consumed by each antenna are selected
as PAP,fix

m = 6 W and PAP,a
m = 0.15 W, ∀m, respectively.

The power amplifier efficiency is αUE = 0.4. The fixed
power consumed by the backhaul links is PBH,fix

m = 0.8
W, ∀m. Furthermore, the fixed power associated with the
UEs and RIS elements is chosen as PUE,fix

u = 10 dBm and
P (b) = 10/25 dBm, ∀u, respectively.
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Fig. 8. Total EE of the RPM-RIS-assisted CF-mMIMO systems with
K = 1, 2, and 4, when P (b) = 10 dBm and P (b) = 25 dBm.
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Fig. 9. Total EE of the proposed RPM-RIS-assisted CF-mMIMO systems
with K = 1, 2, and 4, when P (b) = 10 dBm and P (b) = 25 dBm.

We compare the total EE of our proposed RPM-RIS-

assisted CF-mMIMO system relying on random phase
shifts, K = [1, 2, 4] and P (b) = [10, 25] dBm in Fig.
8, when different numbers of APs are employed. From
Fig. 8, we can make the following observations. Firstly,
given a value of K, higher EE can be attained by selecting
P (b) = 10 dBm compared to the P (b) = 25 dBm case.
This is because the power consumed by the RISs is higher
when using P (b) = 25 dBm. Secondly, given a value of
P (b), the settings of using less active RIS blocks, i.e.,
K = 1 results in better EE performance. This is because
the total energy dissipation can be reduced by activating
fewer RIS blocks, and the SE of the K = 1 and K = 2
cases is similar to the K = 4 case, as shown in the
figures of the SE part. In particular, compared to the RIS-
assisted CF-mMIMO (K = 4) system having M = 25,
the proposed RPM-RIS-assisted CF-mMIMO system with
K = 1 can improve the EE by 22.6% and 120% associated
with P (b) = 10 dBm and P (b) = 25 dBm, respectively.
Finally, an EE reduction can be observed as more APs are
deployed, since the power consumption level increases and
dominates the EE.

In Fig. 9, the total EE associated random phase shifts is
shown versus the number of UEs U for different numbers
of active RIS blocks and different values of P (b). It can be
observed that a lower P (b) can significantly enhance the
EE. Specifically, given U = 16 and K = 2, the setup with
P (b) = 10 dBm is capable of obtaining about twice higher
total EE compared to the P (b) = 10 dBm scenario. This
observation implies that we should reduce P (b) as much
as possible, while sustaining a satisfactory SE to obtain
better EE. Furthermore, the more UEs are supported, the
better the total EE becomes. This is because the total SE
can be enhanced while using more UEs, while the power
dissipated by the UEs is relatively low compared to the
other energy components of P tot. Finally, according to Fig.
2 - Fig. 9, it can be observed that our proposed RPM-
RIS-assisted CF-mMIMO system is capable of striking an
attractive SE vs. EE trade-off.

In Fig. 10, we characterize the total EE of both our
proposed CSA-PSO algorithm and of the conventional
PSO algorithm. In particular, M = 8 APs and U = 4
UEs are considered. The maximum number of iterations
is Tmax = 100, the value range of the velocity is given by
[−4, 4], and we set ω = 0.7298 [47] in the conventional
PSO algorithm. For the proposed CSA-PSO, we invoke
Tcheck = 2, ωmax = 0.9, ωmax = 0.4 and Ni = 10.
It is clear that both CSA-PSO and PSO can converge
within 40 iterations. Moreover, It can be observed that our
proposed CSA-PSO is capable of significantly improving
the EE of conventional PSO. More explicitly, under the
condition of K = 1, our CSA-PSO can obtain about
25% and 26.7% EE gain over PSO, for P (b) = 10 dBm
and P (b) = 25 dBm, respectively. This is because of
the following reasons. Firstly, we use a chaotic sequence
to improve the particle’s initial diversity. Secondly, an
adaptive inertial weight factor is proposed to enhance the
algorithm’s search capability. Finally, the introduction of
particle mutation and reset steps can help the particles
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Fig. 10. Total EE of the conventional PSO and the proposed CSA-PSO
RIS phase shift design schemes operating at (a) P (b) = 10 dBm and
(b) P (b) = 25 dBm, while K = 1, 2 and 4.

escape from local optima.

The total EE are compared in Fig. 11, as a function of
the traffic-dependent power coefficient %AP

m = %BH
m = %,

∀m of our proposed CSA-PSO, and of the conventional
PSO phase shift design and random phase shift schemes,
where U = [4, 8] UEs are supported. From Fig. 11, we
have the following observations. First, compared to PSO
and random phase shift, the proposed CSA-PSO algorithm
is capable of attaining better EE performance. Specifically,
given U = 4 and % = 1, the CSA-PSO can achieve about
1.3× and 2× higher EE compared to its PSO and random
phase shift counterparts. Secondly, the EE decreases as %
increases, since higher energy is consumed. Thirdly, we
can see that a higher EE can be obtained by supporting
more UEs, consistent with our observations in Fig. 9.
Finally, the widest EE performance gap between U = 4
and U = 8 can be obtained by leveraging the CSA-PSO,
followed by the conventional PSO and random phase shift
schemes.

In Fig. 12, we compare the average running times of our
proposed CSA-PSO algorithm and the conventional PSO
under different numbers of active blocks with P (b) =
[10, 25] dBm. We leverage an Inter Core i9-14900HX
processor. It can be observed that given the values of K
and P (b), PSO is more efficient than CSA-PSO, which is
consistent with our complexity analysis results in Section
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Fig. 11. Total EE of the proposed K = 2 RPM-RIS-assisted CF-
mMIMO systems with P (b) = 10 dBm using U = [4, 8] and different
RIS phase shift design schemes.
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Fig. 12. Average running time versus the number of active RIS blocks
operating at K = 1, 2, 4 using PSO and CSA-PSO-based phase shift
optimization schemes with P (b) = [10, 25] dBm.

V-C. However, the CSA-PSO method can still converge
within the coherence time of Tc = 1 ms, regardless of the
K and P (b) settings. Hence, based on Fig. 10-Fig. 12, we
can readily show that our proposed CSA-PSO can strike
an attractive complexity vs. EE trade-off.

VII. SUMMARY AND CONCLUSIONS

In this paper, an RPM-RIS-assisted CF-mMIMO system
was conceived, where only a part of RIS elements have
been active, and extra information has been mapped onto
the RIS ON/OFF states. Based on the uplink LSFD co-
operation scheme, both the MR and L-MMSE combiners
have been considered. Then, a closed-form expression was
derived for the uplink SE by using the MR combiner,
where both the channel estimation errors and pilot contam-
ination were considered. Our simulation results demon-
strated that the RPM-RIS-assisted CF-mMIMO system
is capable of attaining nearly identical SE compared to
the conventional RIS-assisted CF-mMIMO. Furthermore,
the EE was characterized. For EE maximization, a CSA-
PSO algorithm was proposed for RIS phase shift design.
Moreover, the complexity of both CSA-PSO and classic
PSO was analyzed. Our simulations illustrated that RPM-
RIS-assisted CF-mMIMO attains a substantially better EE
than RIS-assisted CF-mMIMO using a random phase shift.
Finally, our proposed CSA-PSO scheme is capable of of-
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fering significantly higher EE compared to its conventional
counterparts.

APPENDIX A
USEFUL LEMMAS

Lemma 1 [41, Lemma 7]: Assume that the elements
of the matrix ZZZ ∈ Cm×n are i.i.d. RVs with zero mean
and a variance of ζz with m,n ≥ 1, and AAA ∈ Cn×n
is a deterministic matrix. Then, we have E{ZZZAAAZZZH} =
ζz tr{AAA}IIIm.

Lemma 2 [15, Lemma 4]: We consider an M × 1
RV vector aaa ∼ CN (000,RRRa) with RRRa ∈ CM×M , and
a deterministic matrix WWW ∈ CM×M . Then, we have
E
{
|aaaHWWWaaa|2

}
= | tr(RRRaWWW )|2 + tr(RRRaWWWRRRaWWW

H).

APPENDIX B

Based on (2), it can be readily shown that

RRRhmu = E
{
R̃RR
h

mu,1 + R̃RR
h

mu,2 + R̃RR
h

mu,3 + R̃RR
h

mu,4

}
, (22)

where we have R̃RR
h

mu,1 = bmuκmḠGGmΦΦΦmz̃zzmuz̃zz
H
muΦΦΦ

H
mḠGG

H
m,

R̃RR
h

mu,2 = bmuιmuG̃GGmΦΦΦmz̄zzmuz̄zz
H
muΦΦΦ

H
mG̃GG

H

m, R̃RR
h

mu,3 =

bmuG̃GGmΦΦΦmz̃zzmuz̃zz
H
muΦΦΦ

H
mG̃GG

H

m and R̃RR
h

mu,4 = fffmufff
H
mu. Then,

we have E
{
R̃RR
h

mu,1

}
= bmuκmḠGGmΦΦΦmR̃RRmuΦΦΦ

H
mḠGG

H
m and

E
{
R̃RR
h

mu,4

}
= RRRmu. Moreover, we have

ΠΠΠmu = E
{
R̃RR
h

mu,2

}
= bmuιmuE

{
G̃GGmΦΦΦmz̄zzmuz̄zz

H
muΦΦΦ

H
mG̃GG

H

m

}
= bmuιmuΠ̃ΠΠmu. (23)

Let BBBmu , ΦΦΦmz̄zzmuz̄zz
H
muΦΦΦ

H
m, then the (j, j′)th component

of Π̃ΠΠmu, i.e., E
{
G̃GGm(j, :)BBBmuG̃GGm(j′, :)H

}
can be

formulated as tr
(
E
{
BBBmuG̃GGm(j′, :)HG̃GGm(j, :)

})
=

tr
(
BBBmuR̃RRm(jLA − L+ 1 : jLA, j

′LA − LA + 1 : j′LA)
)

.

Moreover, we have ΞΞΞmu = E
{
R̃RR
h

mu,3

}
=

bmuE
{
G̃GGmΦΦΦmR̃RRmuΦΦΦ

H
mG̃GG

H

m

}
. Let B̃BBmu , ΦΦΦmR̃RRmuΦΦΦ

H
m,

then the (j, j′)th element of ΞΞΞmu can be expressed as
tr
(
B̃BBmuR̃RRm(jLA − LA + 1 : jLA, j

′LA − LA + 1 : j′LA)
)

.
Consequently, the proof can be completed by combining
the above results.

APPENDIX C

We first offer several useful results that are utilized in
the proof. Given the set Pu and k ∈ Pu \ {u}, we have

yyypmu = yyypmk, ȳyy
p
mu = ȳyypmk, ΨΨΨmu = ΨΨΨmk. (24)

Based on Proposition 1, it can be observed that RRRhmu are
Hermitian matrices. Hence, we have RRRhmu = (RRRhmu)H and
ΨΨΨh
mu = (ΨΨΨh

mu)H ,∀m,u. Furthermore, it can be readily
shown based on (5) that

yyypmu − ȳyypmu ∼ CN (000, τpΨΨΨmu). (25)

Now we calculate each term of (11). Since the chan-
nel estimate ĥhhmu and the corresponding error h̃hhmu are
uncorrelated, for the numerator term we have E{ggguu} =

E
{[
ĥhh
H

1uĥhh1u, . . . , ĥhh
H

MuĥhhMu

]T}
. Consequently, let ỹyypmu =

yyypmu − ȳyypmu, hence the m-th term of E{ggguu}, i.e.,
E
{
ĥhh
H

muĥhhmu

}
can be derived based on (5) as∥∥h̄hhmu∥∥2

+ pu tr
(
E{(ỹyypmu)H(ΨΨΨ−1

mu)(RRRhmu)RRRhmuΨΨΨ
−1
mu(ỹyypmu)}

)
(a)
=
∥∥h̄hhmu∥∥2

+ pu tr
(
E{RRRhmuΨΨΨ−1

mu(ỹyypmu)(ỹyypmu)HΨΨΨ−1
muRRR

h
mu}

)
(b)
=
∥∥h̄hhmu∥∥2

+ puτp tr(RRRhmuΨΨΨ
−1
muΨΨΨmuΨΨΨ

−1
muRRR

h
mu)

=
∥∥h̄hhmu∥∥2

+ puτp tr(ΓΓΓmu) = ξ̄mu, (26)

where (a) invokes tr(XXXYYY ) = tr(YYYXXX) along with the
appropriate dimensions of matrices XXX and YYY , and (b) can
be obtained by virtue of (25). Hence, we have E{ggguu} =
[ξ̄1u, . . . , ξ̄Mu]T and the numerator term can be readily
obtained.

Similarly, we consider the noise term of (11):

cccHu VVV ucccu = cccHu diag
{
E
{
||ĥhh1u||

}
, . . . ,E

{
||ĥhhMu||

}}
cccu

= tr
(
CCCHu diag{ξ̄1u, . . . , ξ̄Mu}CCCu

)
. (27)

For the second term of the denominator
cccHu E{ggguu}E{gggHuu}cccu, it can be formulated as{

M∑
m=1

cmu

[
tr(puτpΓΓΓmu) +

∥∥h̄hhmu∥∥2
]}

×

{
M∑
n=1

c∗nu

[
tr(puτpΓΓΓnu) +

∥∥h̄hhnu∥∥2
]}

. (28)

When m = n, the first component of (28) can be attained
as

M∑
m=1

|cmu|2
[
p2
uτ

2
p | tr(ΓΓΓmu)|2 +

∥∥h̄hhmu∥∥2 ∥∥h̄hhmu∥∥2

+ 2puτp tr(ΓΓΓmu)
∥∥h̄hhmu∥∥2

]
. (29)

In the case of m 6= n, the second component of (28) can
be formulated as
M∑
m=1

M∑
n=1

cmuc
∗
nu

[
p2
uτ

2
p tr (ΓΓΓmu) tr(ΓΓΓnu) + tr

(
h̄hh
H
muh̄hhmu

)
× tr

(
h̄hh
H
nuh̄hhnu

)
+ puτp tr

(
h̄hh
H
muh̄hhmu

)
tr (ΓΓΓnu)

+puτp tr
(
h̄hh
H
nuh̄hhnu

)
tr (ΓΓΓmu)

]
. (30)

Therefore, cccHu E{ggguu}E{gggHuu}cccu is calculated by
combining (29) and (30). Furthermore, the interference

term E
{∣∣∣∑M

m=1 cmuĥhh
H

muhhhmk

∣∣∣2} can be expressed as∑M
m=1

∑M
n=1 cmuc

∗
nuE

{(
ĥhh
H

muhhhmk

)H (
ĥhh
H

nuhhhnk

)}
,

where all the combinations of the AP and UE
indices have to be considered. Since the estimated
channels of different APs are independent, we have

E
{(

ĥhh
H

muhhhmk

)H (
ĥhh
H

nuhhhnk

)}
= 0 when m 6= n

and k /∈ Pu. Under the condition of m 6= n and
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E
{∣∣∣ĥhhHmuĥhhmu∣∣∣2} = E

{∣∣∣[h̄hhmu +
√
puRRR

h
muΨΨΨ

−1
mu(ỹyypmu)

]H [
h̄hhmu +

√
puRRR

h
muΨΨΨ

−1
mu(ỹyypmu)

]∣∣∣2}
(a)
= E

{∣∣∣∣[h̄hhmu +
√
puτpRRR

h
muΨΨΨ

−1/2
mu www

]H [
h̄hhmu +

√
puτpRRR

h
muΨΨΨ

−1/2
mu www

]∣∣∣∣2
}

= E

{∣∣∣∣h̄hhHmuh̄hhmu+
√
puτpwww

HΨΨΨ−1/2
mu RRRhmuh̄hhmu+

√
puτph̄hh

H
muRRR

h
muΨΨΨ

−1/2
mu www +

∣∣∣√puτpRRRhmuΨΨΨ−1/2
mu www

∣∣∣2∣∣∣∣2
}
, (33)

k ∈ Pu \ {u}, we have E
{(
ĥhh
H

muhhhmk

)H (
ĥhh
H

nuhhhnk

)}
=

E
{(

ĥhh
H

muĥhhmk

)H}
E
{(
ĥhh
H

nuĥhhnk

)}
, and the component

E
{(

ĥhh
H

muĥhhmk

)H}
can be formulated as

E
{[
h̄hh
H
mu +

√
pu(ỹyypmu)H(ΨΨΨ−1

mu)H(RRRhmu)H
]

×
[
h̄hhmk +

√
pkRRR

h
mkΨΨΨ

−1
mk(ỹyypmk)

]}
(a)
=
√
p̃ukE

{
(ỹyypmk)H(ΨΨΨ−1

mu)H(RRRhmu)HRRRhmkΨΨΨ
−1
mkỹyy

p
mk

}
(b)
=
√
p̃uk tr

(
E
{

(ΨΨΨ−1
mu)H(RRRhmu)HRRRhmkΨΨΨ

−1
mkỹyy

p
mk(ỹyypmk)H

})
=
√
p̃ukτp tr(RRRhmkΨΨΨ

−1
muRRR

h
mu), (31)

where p̃uk = pupk, (a) invokes E
{
h̄hh
H
muh̄hhmk

}
= 0

and E
{

(ỹyypmu)H(ΨΨΨ−1
mu)H(RRRhmu)Hh̄hhmk

}
= 0, (b) uses

(24) and tr(XXXYYY ) = tr(YYYXXX). Hence, it can be

readily shown that E
{(

ĥhh
H

muĥhhmk

)H}
E
{
ĥhh
H

nuĥhhnk

}
=

pupkτ
2
p tr

(
RRRhmkΨΨΨ

−1
muRRR

h
mu

)
tr
(
RRRhnuΨΨΨ

−1
nuRRR

h
nk

)
. When m 6=

n and k = u, we express E
{(
ĥhh
H

muhhhmk

)H (
ĥhh
H

nuhhhnk

)}
=

E
{
ĥhh
H

muĥhhmk

}
E
{
ĥhh
H

nuĥhhnk

}
since the channel estimates at

different APs are independent, while the channel esti-
mation error and the estimated channel are uncorrelated.
In addition, we have E

{
ĥhh
H

muĥhhmk

}
= tr

(
h̄hh
H
muh̄hhmu

)
+

puτp tr(ΓΓΓmu). Therefore, we have

E
{
ĥhh
H

muĥhhmk

}
E
{
ĥhh
H

nuĥhhnk

}
= tr

(
h̄hh
H
muh̄hhmu

)
tr
(
h̄hh
H
nuh̄hhnu

)
+ p2

uτ
2
p tr(ΓΓΓmu) tr(ΓΓΓnu) + pkτp tr

(
h̄hh
H
muh̄hhmu

)
tr(ΓΓΓnu)

+ pkτp tr
(
h̄hh
H
nuh̄hhnu

)
tr(ΓΓΓmu). (32)

In the case of m = n and k = u, the
interference includes the following two terms

E
{∣∣∣ĥhhHmuh̃hhmu∣∣∣2} = tr

((
puτpΓΓΓmu + h̄hh

H
muh̄hhmu

)
ΛΛΛmu

)
and E

{∣∣∣ĥhhHmuĥhhmu∣∣∣2} can be formulated as (33)

at the top of next page, where (a) is obtained
by using (24) with www ∼ CN (000, IIIJ). By denoting
a = h̄hh

H
muh̄hhmu, b =

√
puτpwww

H(ΨΨΨ
−1/2
mu )H(RRRhmu)Hh̄hhmu, c =

√
puτph̄hh

H
muRRR

h
muΨΨΨ

−1/2
mu www and d =

∣∣∣√puτpRRRhmuΨΨΨ−1/2
mu www

∣∣∣2,

(33) can be rewritten as E
{∣∣∣ĥhhHmuĥhhmu∣∣∣2} =

E{|a|2} + E{|b|2} + E{|c|2} + E{|d|2} + 2E{ad}.

Consequently, we have E{|a|2} = h̄hh
H
muh̄hhmuh̄hh

H
muh̄hhmu.

Then, we can also obtain E{|b|2} =

puτpE
{
wwwH(ΨΨΨ

−1/2
mu )H(RRRhmu)Hh̄hhmuh̄hh

H
muRRR

h
muΨΨΨ

−1/2
mu www

}
(a)
=

puτph̄hh
H
muh̄hhmu tr (ΓΓΓmu), where (a) follows Lemma 1, the

LoS components are determinstic and tr(XXXYYY ) = tr(YYYXXX).
Moreover, it can be readily shown that
E{|b|2} = E{|c|2} = E{ad} = puτph̄hh

H
muh̄hhmu tr (ΓΓΓmu).

Next, E{|d|2} can be reformulated as

E{|d|2} = p2
uτ

2
pE
{∣∣∣wwwH(ΨΨΨ−1/2

mu )HRRRHmuRRRmuΨΨΨ
−1/2
mu www

∣∣∣2}
(a)
= p2

uτ
2
p tr(ΓΓΓmu) tr(ΓΓΓmu) + puτp tr

(
C̄CCmuΓΓΓmu

)
, (34)

where (a) invokes (6) and tr(XXXYYY ) = tr(YYYXXX). Hence, by

putting together all the above results, E
{∣∣∣ĥhhHmuĥhhmu∣∣∣2}

can be expressed as

h̄hh
H
muh̄hhmuh̄hh

H
muh̄hhmu + 3puτph̄hh

H
muh̄hhmu tr (ΓΓΓmu)

+ tr(h̄hh
H
muh̄hhmu(RRRhmu −ΛΛΛmu)) + p2

uτ
2
p tr(ΓΓΓmu) tr(ΓΓΓmu)

+ puτp tr
(
(RRRhmu −ΛΛΛmu)ΓΓΓmu

)
. (35)

By combining the above results associated with m = n
and k = u, we can arrive at

E
{∣∣∣ĥhhHmuhhhmu∣∣∣2} =

∣∣∣h̄hhHmuh̄hhmu∣∣∣2 + 3puτph̄hh
H
muh̄hhmu tr (ΓΓΓmu)

+ p2
uτ

2
p |tr(ΓΓΓmu)|2 + tr(h̄hh

H
muh̄hhmuRRR

h
mu)

+ puτp tr(RRRhmuΓΓΓmu). (36)

Furthermore, we can compute the expectation term as
tr
(
E
{
hhhHmkhhhmkĥhh

H

muĥhhmu

})
= puτph̄hh

H
mkh̄hhmk tr(ΓΓΓmu) +∣∣∣h̄hhHmuh̄hhmk∣∣∣2 + puτp tr(RRRhmkΓΓΓmu) + tr(RRRhmk)h̄hh

H
muh̄hhmu,

when m = n and k /∈ Pu. In addition, for
m = n and k ∈ Pu \ {u}, we can obtain

E
{∣∣∣ĥhhHmuhhhmk∣∣∣2} = E

{∣∣∣ĥhhHmuĥhhmk∣∣∣2}+E
{∣∣∣ĥhhHmuh̃hhmk∣∣∣2}

where we have E
{∣∣∣ĥhhHmuh̃hhmk∣∣∣2} = puτp tr (ΓΓΓmuΛΛΛmk) +

tr
(
h̄hh
H
muh̄hhmuΛΛΛmk

)
. Similar to the calculation

process of (33) and bearing in mind that
E
{
h̄hh
H
mkRRR

h
muΨΨΨ

−1
mu(yyypmu − ȳyypmu)

}
= 0, we can obtain

the final result of E
{∣∣∣ĥhhHmuĥhhmk∣∣∣2} as in (37), which is

shown at the top of next page, where we leverage a =
√
puτpwww

HΨΨΨ
−1/2
mu RRRhmuh̄hhmk, b =

√
puτph̄hh

H
muRRR

h
mkΨΨΨ

−1/2
mk www
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E
{∣∣∣ĥhhHmuĥhhmk∣∣∣2} =

∣∣∣h̄hhHmuh̄hhmk∣∣∣2 + E
{
|a|2
}

+ E
{
|b|2
}

+ pupkτ
2
pE
{
|c|2
}

=
∣∣∣h̄hhHmuh̄hhmk∣∣∣2 + puτp tr

(
h̄hhmkh̄hh

H
mkΓΓΓmu

)
+ tr

(
h̄hhmuh̄hh

H
muC̄CCmk

)
+ pkpuτ

2
p

∣∣tr (RRRmkΨΨΨ−1
muRRR

h
mu

)∣∣2 + puτp tr
(
ΓΓΓmuC̄CCmk

)
, (37)

M∑
m=1

|cmu|2
[∣∣∣h̄hhHmuh̄hhmk∣∣∣2 + puτph̄hh

H
mkΓΓΓmuh̄hhmk + h̄hh

H
muRRR

h
mkh̄hhmu + puτp tr

(
ΓΓΓmuRRR

h
mk

)]

+



M∑
m=1

M∑
n=1

cmuc
∗
nupupkτ

2
p tr(RRRhmkΨΨΨ

−1
muRRR

h
mu) tr(RRRhnkΨΨΨ

−1
nuRRR

h
nu), k ∈ Pu \ {u},

M∑
m=1

M∑
n=1

cmuc
∗
nu

[
tr
(
h̄hh
H
muh̄hhmu

)
tr
(
h̄hh
H
nuh̄hhnu

)
+ p2

uτ
2
p tr(ΓΓΓmu) tr(ΓΓΓnu)

+pkτp tr
(
h̄hh
H
muh̄hhmu

)
tr(ΓΓΓnu) + pkτp tr

(
h̄hh
H
nuh̄hhnu

)
tr(ΓΓΓmu)

]
, k = u,

0, k /∈ Pu.

+



M∑
m=1
|cmu|2pkpuτ2

p

∣∣tr (RRRmkΨΨΨ−1
muRRR

h
mu

)∣∣2 , k ∈ Pu \ {u},
M∑
m=1
|cmu|2

[
2puτph̄hh

H
muh̄hhmu tr (ΓΓΓmu) + p2

uτ
2
p |tr(ΓΓΓmu)|2

]
, k = u,

0, k /∈ Pu.

(39)

and c = wwwHΨΨΨ
−1/2
mu RRRmuRRRmkΨΨΨ

−1/2
mk www. By combining the

above results when m = n and k ∈ Pu \ {u}, we can
derive

E
{∣∣∣ĥhhHmuhhhmk∣∣∣2} =

∣∣∣h̄hhHmuh̄hhmk∣∣∣2 + puτp tr
(
h̄hhmkh̄hh

H
mkΓΓΓmu

)
+ tr

(
h̄hhmuh̄hh

H
muRRR

h
mk

)
+ puτp tr

(
Γ̄ΓΓmuk

)
+ pkpuτ

2
p

∣∣tr (RRRmkΨΨΨ−1
muRRR

h
mu

)∣∣2 , (38)

where Γ̄ΓΓmuk = ΓΓΓmuRRR
h
mk. By collecting all the above

cases, E
{∣∣∣∑M

m=1 cmuĥhh
H

muhhhmk

∣∣∣2} can be derived as (39),

which is provided at the top of next page. Finally, we
substitute all the above-derived terms into (11), and then
(12) can be obtained.
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