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SEIR model

Consider a population size n and let x; = [xgs),xEE),xgl),ng)]T:

s s
=% - B

Xl(fi)l = Xg—E) + Bt — Ct,
Xi(rlle Xgl) + Ct - Dl’y

Xi(.‘i)l = XER) + Dy,

X

with
1
Bt ~ Bin (XES)a 1-— eiﬁxE )/n) )

C; ~ Bin (xgE), 1-— e_p> ,

D; ~ Bin (XEI), 1-— e‘"’) .
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General Latent Compartmental Model

(Whiteley and Rimella, 2021).
Let £%) be the location of individual k at time t then x; is given by:

x0 = 2 1) = i), fori=S,E IR

k=1
Foreach k=1,...,n
(k)
(k) (k)| ( £(k) [(CCPD)

& ~m and &) (g), cin ~ Keneen

with n() (x¢) = x /n for ie {S,E,I,R} and:
e—B1 00 1 e—Bn (% 0 0
K _ 0 e P 1—e” 0

Bnlo = 0 0 e 1—e

0 0 0 1
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x0 = 2 1) = i), fori=S,E IR

k=1
Foreach k=1,...,n
(k)
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We do not observe the full compartments x;, indeed for g: = [q (5)7 qﬁE)7 qgl), §R)]T

v ~ Bin(x", ¢{"), with i € {S, E, I, R}.

Michael Whitehouse Nick Whiteley Lorenzo Rimella University of Bristol

Consistent and fast inference in compartmental models of epidemics via Poisson Approximate Likelihoods.



Generalization to m compartments

Let §§k) be the compartment of individual k at time t then x; is given by:

ZMW il, fori=1,....,m

k=1
Foreach k=1,...,n
(k)
(k) CIVAQG) (&_10)
&) ~mo and €)(), SR

with () (x¢) = x; )/n for ie{1,...,m} and:
Kt,m(x) is a stochastic matrix with m rows and m columns.

We do not observe the full compartments x;, indeed for q: =

CIR
yt(i) ~ Bin(xt() qg )), with i€ {1,..., m}.
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Model extensions

We (Whitehouse et al., 2022) extended the model to include:

m Immigration
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Model extensions

We (Whitehouse et al., 2022) extended the model to include:
m Immigration

m Emigration
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Model extensions

We (Whitehouse et al., 2022) extended the model to include:

m Immigration
m Emigration

m Mis-reporting
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Model extensions

We (Whitehouse et al., 2022) extended the model to include:

m Immigration
m Emigration
m Mis-reporting

m Spurious reporting
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(X¢,Yt)t=0 is @ Hidden Markov model (HMM)
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Inference

Given p(xo) =: p(xo | y1.0)

rediction dat
pxe—1]yre—1) ¥ e p(xelyre—1) o p(xely1e),
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Inference

Given p(xo) =: p(xo | y1.0)

rediction dat
pxe—1]yre—1) ¥ e p(xelyre—1) o p(xely1e),

where, for t > 1,

P(Xt|)’1:t—1): Z P(Xt|Xt—1)P(Xt—1|Y1:t—1)a

xt_leN(’)”
p(Yt‘Xt)p(Xt|y1:t—1)
P\ Xt|Y1:t) =
Ceelye) p(yelyie—1)
p(yelyre1) = D, pyelxe)p(xelyre-1),
XtEN(’)n
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Inference
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rediction dat
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s=1
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Circumventing the issue
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Circumventing the issue

m Simulation based inference:

m Sequential Monte Carlo
m Approximate Bayesian computation
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m Simulation based inference:

m Sequential Monte Carlo
m Approximate Bayesian computation

m Deterministic Modelling
m ODEs
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Circumventing the issue

m Simulation based inference:

m Sequential Monte Carlo
m Approximate Bayesian computation

m Deterministic Modelling
m ODEs

m Other approximate inference methods
m Linear Noise Approximation
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Inference

Given p(xo) =: p(xo | y1:0)

rediction dat
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Introducing the PAL

The general idea of the PAL is to obtain vector-Poisson
distribution approximation to each of the terms p(y;) and
p(ytly1:t—1), t = 1, computed via vector-Poisson approximations to
each of the filtering distributions, i.e.

p(xt | yr.e—1) ~ Poi(A¢),
plxe | y1:e) ~ Poi(A),
p(ye | yr-1) ~ Poi(p,),
where x ~ Poi(A) means x{) ~ Poi(\(1)).
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Approximating the prediction step

For x e R™ and a length-m probability vector n, let M;(x,n,-) be
the transition kernel induced by K;,. Then we have:

p(xe|y1:e—1) = Z P(Xe—1]y1:e-1)P(X¢[xe-1)

Xt71€N31

= Z P(Xt—l |Y1:t—1)Mt(Xt—l7 U(Xt—l), Xt),

Xt_1€N'OT’
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Approximating the prediction step

For x e R™ and a length-m probability vector n, let M;(x,n,-) be
the transition kernel induced by K;,. Then we have:

P(Xely1.e-1) = Z P(Xe-1]y1:t-1)P(X¢[Xe-1)

thleN(')n

m Z Poi(Xt,l)Mt(xtfl,n(E[th1]),xt),

xt_1€N(’)"
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Approximating the prediction step

Suppose that x ~ Pois(\) for A € RT and () ~ Bin(x(, 5())
for d € [0,1]™. Then X ~ Pois(A ® ). Furthermore, if ju(-) is the
probability mass function associated with Pois(A® d) and E, [-] is
the expected value under (i, then Z)-(eNsn p(X)Me (X, n(E, [X]),-) is
the probability mass function associated with

Pois (()\ @ 5)TKt7n()\®5)).

p(xt|y1:t—1) &~ Pois(A¢),  with  A; = (S‘t—l@‘st)TKt,n(it,lgat)+at~
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Approximating the update step

In order to obtain a vector-Poisson approximation to p(x¢|yi:+) we
substitute Pois(A;) in place of p(x¢|y1:+—1) in the update step,
which can be viewed as an application of Bayes’ rule, and we shall
define A; to be the mean vector of the resulting distribution.
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Approximating the update step

Lemma

Suppose that x ~ Pois(\) for given X € RZ, and let § be a vector
with conditionally independent elements distributed

7 ~ Bin(x, q()) for given q € [0,1]™. For G a row-stochastic
m x m matrix and M an m x m matrix with rows distributed
M)~ Mult (30, GO, fet §:= 327 MU) y := § + § where

§ ~ Pois(k) for a given k € RZ,. Then:

E[xy] = [lm—a+({y' @[(@ON) G+& "} [(1m®9)OG ]) JOX.

andy ~ Pois([(A®q)'G]T + k).
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Approximating the update step

p(Xely1:e) ~ POi(S\t)
At = [1m—Qt+({YtT®[(Qt®>\t)TGt+"5tT]}[(1m®Qt)®GtT])T]@/\t,
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Algorithm 1

initialize: A\g — Ao
1: fort > 1:
2 A = [(Ae1 O 5t)TKt,n(5\t_1®6t)]T T
3 A [1m—a:

+({y{ @[(@tOX) TG+ £{ H(1m®ar) OG{ ) TTOA:

4 py— [(Ae©@ar) " Ge]" + Ky
5 L(yelyre—1) < —p{ Im +y{ log(p,) — 1}, log(ye!)
6: end for
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Consistency

We now allow quantities to depend on a parameter vector 8 € O.
i.e. Kt’;,—l(e), qt(e), e

Michael Whitehouse Nick Whiteley Lorenzo Rimella University of Bristol

Consistent and fast inference in compartmental models of epidemics via Poisson Approximate Likelihoods.



Consistency

We now allow quantities to depend on a parameter vector 8 € O.
i.e. Kt’;,—l(e), qt(e), e

and )\t,n(0)75\t,n(a),ﬂt7n(0)a and ¢,(0)
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Consistency

We now allow quantities to depend on a parameter vector 8 € O.
i.e. Kt’;,—l(e), qt(e), e

and )\t,n(0)75\t,n(a),ﬂt7n(0)a and ¢,(0)

Asymptotic analysis is under the large population regime n — oo
and we fix a time horizon T < co.
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Consistency

We now allow quantities to depend on a parameter vector 8 € O.
i.e. Kt’;,—l(e), qt(e), e

and )\t,n(0)75\t,n(a),ﬂt7n(0)a and ¢,(0)

Asymptotic analysis is under the large population regime n — oo
and we fix a time horizon T < co.

Fix a 'ground truth’ parameter 6% € ©
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Law of Large Numbers

we show that for certain deterministic vectors v+(0*) and p,(6%),

t>1,
1 0%
;Xt :’ Vt(e*)u
1 0%
—Yt —> Nt(e*)-
n a.s.
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We find deterministic vectors A¢ (0%, 0) and p, ,,(0%,0), t > 1,
0 € ©, where pu, ,,(6%,0) is a function of A (6%, ), such that:

*

1 * 1
“Aen(0) 5 Aeo(6%,0),  Spen(0) 2 p,,(6%,6).
n a.s. n a.s.
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We find deterministic vectors A¢ (0%, 0) and p, ,,(0%,0), t > 1,
0 € ©, where pu, ,,(6%,0) is a function of A (6%, ), such that:

*

1 * 1 0
“Aen(0) Lo X (6%,0),  Zpea(0) Lo ., (0%,06).
n a.s. n a.s.

It turns out that:

Ao (0%,0%) = v4(07),
Ntoo(e*>0*) = Nt(a*)-

i
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We find deterministic vectors A¢ (0%, 0) and p, ,,(0%,0), t > 1,
0 € ©, where pu, ,,(6%,0) is a function of A (6%, ), such that:

*

1 * 1 0
“Aen(0) Lo X (6%,0),  Zpea(0) Lo ., (0%,06).
n a.s. n a.s.

It turns out that:

At,o(0%,0%) = v(0%),
Nt,oo(e*>0*) = 1, (0%).

So that, in this sense, we achieve asymptotically exact filtering:
— 0*
n 1Xt :) At’oo(e*,e*),
1 o*
nYe—— P (07,07).
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Theory illustration
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Consistency of the maximum PAL estimator

]
L 10(O)—£a(0%) L — KL (Poi[jte (6%, 6%)] | Poiljae .. (6, 0)])
t=1
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Theory illustration
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Consistency

Theorem

Let some assumptions hold and let 8, be a maximiser of £,(8).
Then 8, converges to ©* as n — o0, P9 _almost surely.

(Whitehouse et al., 2022)
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Consistency

Theorem

Let some assumptions hold and let 8, be a maximiser of £,(8).
Then 8, converges to ©* as n — o0, P9 _almost surely.

(Whitehouse et al., 2022)

" ={0€0: u;,(0%,0) = p, ,(0%,0%) forallt =1,... T}
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Consistency

Theorem

Let some assumptions hold and let 8, be a maximiser of £,(8).
Then 8, converges to ©* as n — o0, P9 _almost surely.

(Whitehouse et al., 2022)
" ={0€0: u;,(0%,0) = p, ,(0%,0%) forallt =1,... T}

Identifiability:

Lemma

00" = 1;,(0,0)=p,(0°,0%), Vt=1,...,T,
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PAL applications

m Can be embedded within a delayed acceptance particle mcmc
scheme to speed up exact bayesian inference

m Can be used within Stan
m Used to fit a large scale meta population model of measles
Whitehouse et al. (2022)
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