Resolving incongruences in insect phylogenomics: A reply to Boudinot et al. (2023)
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Abstract

Over the last two decades, advances in molecular phylogenetics have established a new understanding of beetle phylogeny. However, some historically contentious relationships, particularly among early-diverging beetle clades, remain to be resolved. In a recent paper (Cai et al., 2022), we identified model-dependent signals in beetle phylogeny and showed how the removal of the most compositionally heterogeneous sites, in combination with the use of across-site compositionally heterogeneous models leads to results that are more congruent with the distribution of morphological characters and the beetle fossil record. In their reply, Boudinot et al. (2023) suggested that our analyses are affected by a range of shortcomings, encompassing almost every aspect of our study. Unfortunately, the arguments presented by Boudinot et al. (2023) are based on misinterpretations of our results and misunderstandings of models, model testing, and model-based phylogenetics. Here we clarify these misconceptions and show that the critiques raised by Boudinot et al. (2023) have no merit.
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Introduction

Over the past decade, advances in next-generation sequencing opened up a new era for studying the evolution of insects. The plummeting cost of sequencing reads, the increasing affordability and portability of sequencing platforms, advances in extracting genomic data from museum specimens and importantly, coordinated sequencing efforts across the taxonomic spectrum, have yielded a trove of data for all major groups of this most prolific branch of the animal tree (Trautwein et al., 2012; Misof et al., 2014; Kjer et al., 2016). In recent years, several studies addressed the phylogeny of beetles using truly massive datasets, including multiple gene markers, transcriptomes, and genomes (McKenna et al., 2015, 2019; Toussaint et al., 2017; Zhang et al., 2018). In our own recent contribution (Cai et al., 2022), we explored the impacts of across-site compositional heterogeneity on inferring beetle phylogeny and proposed updates to the higher classification of Coleoptera, to incorporate relationships that are supported by our results as well as morphological evidence.

We are pleased that our work has attracted widespread interest including that of Boudinot et al. (2023, first published online in 2022) who have undertaken a sweeping appraisal of our study and found it wanting on almost all counts. On behalf of the original authors of the study, we herein explore the key points raised by Boudinot and colleagues and show how they are based on misinterpretations of our results and misunderstandings of models, model testing, and model-based phylogenetics.

Material and methods

To examine model adequacy, posterior predictive analyses were performed using PhyloBayes MP1.7 under the GTR model. To showcase how the CAT-GTR model adapts the number of compositional categories to fit the data at hand, we simulated 105,000 sites, across-site compositionally homogeneous amino acid datasets.

https://doi.org/10.11646/palaeoentomology.7.2.2
http://zoobank.org/urn:lsid:zoobank.org:pub:39A6126D-BB4C-44F8-B32F-2FB957FE6F91
simulated using the software Elynx (Schrempf, 2019) under WAG+G (4 rate categories and a = 0.6) and the 8-taxon tree in Fig. 1B. The ten datasets were analysed in PhyloBayes MPI 1.9 under CAT-GTR+G and GTR+G. For the CAT-GTR+G analyses 3 runs were completed to test for convergence. For the GTR+G dataset only one run was completed. The chains from the GTR+G analyses were used to perform posterior predictive tests (burn in = 5,000, subsampling frequency = 50) and ensure that the simulated data were, indeed, across-site compositionally homogeneous. The trace files from the CAT-GTR analyses were parsed and the number of categories used for each one of the 30,000 cycles copied to a text file. The text files were run using a custom-made Perl script that calculated the mode for the number of categories for each chain of each dataset. We tested how these values changed as the burn in and the number of cycles increased (Table 1, Fig. 1B).

To measure central tendency, we used the mode because it is expected that also after burn in Bayesian analyses will continue to explore the parameter space and hence, while the majority of cycles will use one site frequency category, some cycles (a minority of them) will still test the use of larger number of site frequency categories with the average expected to be slightly higher than 1. To compare the fit of analyses conducted with partitioned models and the compositionally heterogeneous LG+C60+F+G, analyses were run in IQ-TREE 1.6.12. All analysed files and software output are publicly available from the Dryad online repository: 10.5061/dryad.bzkh189h7.

### Discussion

**Phylogenies can be simultaneously closely comparable and significantly different**

In Cai *et al.* (2022), we analysed the sequence data under both across-site composition-homogeneous and heterogeneous models using two state-of-the-art software packages implementing, respectively, Maximum Likelihood (ML) and Bayesian inference. Boudinot *et al.* (2023) criticised our study for not repeating each of our ML analyses ten times to ensure our results were consistent. Boudinot *et al.* (2023) went on to argue that our across-site composition-homogeneous and heterogeneous analyses achieved very comparable results, contrary to our ‘exaggerated claims’. Indeed, the phylogenies we obtained under different models are broadly comparable, as is invariably the case because not all bipartitions in a tree are equally difficult to resolve and most will be identically resolved by all models. However, some relationships are harder to resolve and it is these ‘tricky nodes’ that different models and differently curated datasets usually resolve differently. Accordingly, it is clear that phylogenies can be simultaneously broadly similar, yet significantly different. Overall, the similarity of the trees from all of our analyses indicates that our original IQ-TREE and PhyloBayes analyses are reliable since they converged on the same region of tree space. Hence, there is little or no rationale to repeat individual ML analyses.

### Table 1

<table>
<thead>
<tr>
<th>Burn in / Number of Cycles</th>
<th>Number of estimated site frequency categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 / 1,000</td>
<td>2.0</td>
</tr>
<tr>
<td>1,000 / 2,000</td>
<td>2.2</td>
</tr>
<tr>
<td>2,000 / 4,000</td>
<td>1.7</td>
</tr>
<tr>
<td>3,000 / 6,000</td>
<td>1.4</td>
</tr>
<tr>
<td>4,000 / 8,000</td>
<td>1.4</td>
</tr>
<tr>
<td>5,000 / 10,000</td>
<td>1.4</td>
</tr>
<tr>
<td>6,000 / 12,000</td>
<td>1.4</td>
</tr>
<tr>
<td>7,000 / 14,000</td>
<td>1.0</td>
</tr>
<tr>
<td>8,000 / 16,000</td>
<td>1.0</td>
</tr>
<tr>
<td>9,000 / 18,000</td>
<td>1.0</td>
</tr>
<tr>
<td>10,000 / 20,000</td>
<td>1.0</td>
</tr>
<tr>
<td>11,000 / 22,000</td>
<td>1.0</td>
</tr>
<tr>
<td>12,000 / 24,000</td>
<td>1.0</td>
</tr>
<tr>
<td>13,000 / 26,000</td>
<td>1.0</td>
</tr>
<tr>
<td>14,000 / 28,000</td>
<td>1.0</td>
</tr>
<tr>
<td>15,000 / 30,000</td>
<td>1.0</td>
</tr>
</tbody>
</table>
10 times to ensure convergence, as Boudinot et al. (2023) advocated. Indeed, in an era of green computing, who does that?

Irrespective of which beetle phylogeny is correct, we contend that the inference of incongruent trees when a dataset is curated or analysed in different ways is the most interesting aspect of phylogenomic research, and how to make sense of these differences should be the main focus of phylogenomic studies, this is what our study did when presenting trees that are similar (but also incongruent) to those inferred from the same data by previous studies.

**Testing for compositional heterogeneity**

Boudinot et al. (2023) focused much of their criticism on Cai et al. (2022) and claimed that the analysed dataset is compositionally heterogeneous across sites and on their model selection protocol. Cai et al. (2022) used across-site compositional heterogeneous models to analyse the data. However, Boudinot et al. (2023) suggested that there is no evidence that the analysed dataset is compositionally heterogeneous and that as a consequence it should have been analysed using site-homogeneous models. However, Cai et al. (2022) did not assume that the data were compositionally heterogeneous, as Boudinot et al. (2023) claimed. Rather, Cai et al. (2022) performed standard model selection showing the data best fit across-site compositionally heterogeneous models, even after using BMGE (Criscuolo & Gribaldo, 2010), and despite the application of BaCoCa (Kück & Struck, 2014) on the filtered dataset could not reject the hypothesis that the remaining data were compositionally homogeneous. Boudinot et al. (2023) interpreted the inability of BaCoCa to reject the hypothesis that the data might be compositionally homogeneous as a rejection of the alternative hypothesis, concluding that there was no need to run model selection tests and that the data should just be analysed using an across-site compositional homogeneous model. This is not how the results of statistical tests should be interpreted. It is rather the case that BaCoCa confirms that the sites retained by BMGE are the least heterogeneous, to the point that the hypothesis that the data might be across-site compositionally homogeneous could not be rejected. However, failure to reject the null hypothesis does not imply rejection of the alternative hypothesis, and it does not automatically follow that the retained data are therefore across-site compositionally homogeneous, as Boudinot et al. (2023) suggested. A failure to reject the null hypothesis simply means that the observations are potentially consistent with the null hypothesis, but that conclusion is entirely contingent on the power of the test. The use of a different, more powerful test could still reject the null hypothesis. The approach of Cai et al. (2022), where a model selection step was performed on the BMGE-filtered data, is conservative and preferable. This is because, if Boudinot et al. (2023) were correct, model selection would have
identified an across-site compositionally homogeneous model as best fit (also see below). That is, the approach of Cai et al. (2022) did not preclude the use of across-site compositionally homogeneous models, differently from the approach of Boudinot et al. (2023), the latter of which would unnecessarily preclude the use of across-site compositionally homogeneous models.

Cai et al. (2022) performed model-testing under both Bayesian and ML inference, using 10-fold cross validation in PhyloBayes and BIC in IQ-TREE. Despite the fact that the across-site compositionally heterogeneous models implemented in PhyloBayes and IQ-TREE are different, both analyses found that the data best fit across-site compositionally heterogeneous models (CAT-GTR tested in PhyloBayes and C10 tested in IQ-TREE—see Cai et al., 2022). This result implies that, even after the exclusion of the compositionally most heterogeneous sites, the use of across-site compositionally heterogeneous models in Cai et al. (2022) were fully justified.

Boudinot et al. (2023) further criticised Cai et al. (2022) for not using Posterior Predictive Analyses (PPA) to further test the adequacy of the models used and test whether the data were across-site compositionally heterogeneous. This is a valid point and following their suggestion, we performed PPA analyses of the 16,206-site datasets under GTR. The PPA results, are in complete agreement with the model selection results showing that the BMGE-filtered dataset remains strongly compositionally heterogeneous across sites (Z-score PPA-DIV$_{GTR}$ = 96.11). Note that for a model to adequately describe the data the Z-score should be between +2 and −2; see Giacomelli et al., 2022), and even taking a relaxed approach to the interpretation of Z-scores (as Giacomelli et al., 2022 did), Z-scores higher than 10 identify an extremely poor fit of the model to the data. This result is not unexpected since PPA tests are more powerful than standard (Chi-square based) statistical tests like those implemented in BaCoCa and BMGE, and corroborate our conclusion that the 16,206-site data set is across-site compositionally heterogeneous, and should be analysed using models that can account for across-site compositional heterogeneity, controlling for the concerns raised by Boudinot et al. (2023). We can only conclude that the focal criticism of Boudinot et al. (2023) was based on a misinterpretation of the results of statistical analyses and the application of model selection strategies and is without merit.

Model abuse

Evidently, the claim by Boudinot et al. (2023) that Cai et al. (2022) ‘abused’ across-site compositionally heterogeneous models, is unfounded; the data are compositionally heterogeneous. Nevertheless, the concern over model complexity is a common misconception and so we take this opportunity to clarify why CAT-GTR cannot be “abused”. When a CAT-GTR analysis is performed, the across-site compositional heterogeneity in the data is estimated and the number of site-frequency categories needed to adequately describe it are consequently inferred. Because of the hierarchical nature of substitution models, the GTR model is nested within a CAT-GTR model, as GTR can be represented as the special case of CAT-GTR where the number of site-frequency categories (nCAT) is equal to 1. If a dataset is across-site compositionally homogeneous, it is expected that, as convergence improves, the sites will tend to be clustered in a single site-frequency category more and more frequently. As the parameter space is explored, in an MCMC analysis, we do not expect that for all cycles nCAT = 1, yet the mode of the sampled points will more closely approximate 1 as the analysis progresses, and more cycles are analysed using a nCAT1-GTR (i.e., a GTR) model, simply because for across-site compositionally homogeneous data, this model is expected to fit best. To express this another way, as the optimal number of categories is tuned, CAT-GTR would simplify into an across-site compositionally homogeneous GTR model. If CAT-GTR is used to analyse an across-site compositional homogeneous dataset, PhyloBayes would effectively analyse the data under a GTR, rather than using an over-parameterized model with hundreds of site-frequency categories.

We demonstrate this here with a simple simulation study where ten simulated across-site compositionally homogeneous datasets (see methods for details) are analysed under CAT-GTR in PhyloBayes. First, for each simulated dataset we performed a posterior predictive analysis under GTR+G to make sure that the simulated data were indeed, across-site compositionally homogeneous. The average Z-score for the posterior predictive analyses (PPA$_{GTR}$ = −0.58; SD=0.3) indicates that the simulated data can be adequately modelled by a single GTR matrix without the need of CAT. That is, the simulated data are across-site compositionally homogeneous. We then performed CAT-GTR analyses (three chains) of these datasets and parsed the trace files to extract the number of site-frequency categories used in each cycle. For each dataset we calculated the mode for the site frequency category parameter (Nmode in the tracefile), across the three chains. We started using a burnin of 500 and considering the first 1,000 cycles only. After that, we incremented both the burn in and the number of cycles considered (see Table 1), to show how Nmode changed as convergence progressed. After 8,000 cycles, the mode for the site frequency category parameter (Nmode) stabilised to 1 and no longer changed (Fig. 1A). These results are as expected and illustrate that if the analyses of across-site compositionally homogeneous datasets are run for a sufficient number of cycles, CAT-GTR simplified itself into a GTR model avoiding to overfit the data. Despite
setting PhyloBayes to use CAT-GTR, analyses of the simulated across-site compositionally homogeneous data are performed under the GTR model.

This simple exercise proves that CAT-GTR cannot be abused and it is safe to use even when analysing across-site compositionally homogeneous data. (Note that the conclusions from this example do not necessarily extend to models using fixed number of categories, such as the C10-C60 and to CAT-Poisson since, in contrast to CAT-GTR, these models do not simplify into a GTR model). But discussing the details of how different CAT-based models behave with across-site compositionally homogeneous datasets is outside the scope of this reply. It should however be noted that, while using CAT-GTR with across-site compositionally homogeneous data is not a problem since GTR is nested within CAT-GTR, the opposite is not true. Using GTR (or LG) when the data are across-site compositionally heterogeneous is problematic because these models do not have the ability to partition the data into multiple site-frequency categories when necessary to model across-site compositionally heterogeneous data, casting doubts on results obtained using such models when they disagree with results obtained using CAT-GTR.

The CAT model, overparameterization, and model test fairness

Boudinot et al. (2023) presented a discussion of the flaws of the CAT model. They started by explaining that CAT is an “infinitely complex” [sic] model and claim that it may overfit the data. While there is abundant evidence that under-parametrisation (underfitting) is a problem in phylogenetics, at the least in a Bayesian setting, there is no evidence that over-parameterisation (i.e., overfitting) can lead to tree reconstruction artefacts (Lemmon & Moriarty, 2004; Baños et al., 2023). Studies to date have concluded that, at the least with Bayesian analyses, at worst, over-parameterisation depresses support values, a problem that seems to disappear with increasing dataset size (Huelsenbeck & Ramula, 2004; Lemmon & Moriarty, 2004; Baños et al., 2023; Fabreti & Höhna, 2022, Giacomelli et al., 2022). Furthermore, while CAT is an infinite mixture model, when data are analysed, the actualised CAT-based model will use a finite number of parameters, which can be small (down to one category only), as the model dataset analysis of Fig. 1 shows.

Boudinot et al. (2023) claimed that it is unfair to compare models such as CAT-GTR against GTR because CAT-GTR has more parameters and will therefore achieve better likelihood scores. This view ignores the fact that model test statistics account for extra parameters (using penalisation scores), and models do not achieve best-fit status simply because they have more parameters. Cai et al. (2022) performed model testing under both Bayesian and ML inference. Testing CAT-GTR vs. GTR in a Bayesian setting (with 10-fold cross-validation) they concluded that CAT-GTR fit better than GTR in Bayesian analyses. Under ML using BIC, Cai et al. (2022) tested C10 (the across-site compositionally heterogeneous models with the least number of site-frequency categories—i.e. the least number of parameters) against the GTR, WAG and LG models, concluding that C10 fit better than the other tested models. This result demonstrates that across site compositionally heterogeneous models do not fit better than across-site compositionally homogeneous models because they have more parameters. The C10+G model used in IQ-TREE has 274 df (including branch lengths that need estimation when performing model tests). This is significantly less than the more poorly-fitting GTR+G model which has 482 df, 189 of which represent AA transition rates. Thus, it is not the highest number of parameters that causes across-site compositionally heterogeneous models to best-fit the data, it is instead whether or not a model can account (at least to some extent) for the across-site compositional heterogeneity in the data, which as shown by our PPA analysis (and despite results from BaCoCa), was substantial.

Model adequacy and the relative utility of CAT and partitioned models

Boudinot et al. (2023) suggested that we should have compared CAT-based models against partitioned models (compositionally homogeneous models applied to partitions of the data that can correspond to one or more genes), as these fit the data much better than single GTR matrices. It is unclear whether this assertion is universally true. Feuda et al. (2017) showed that, with two empirical datasets, partitioned models do not achieve greater model adequacy than single GTR models when the data are compositionally heterogeneous across-sites. Furthermore, it has been shown that when comparing mixture models with partitioned ones, results of model tests can be expected to have a bias favouring partitioned models (Crotty & Holland, 2022). Nonetheless, we agree with Boudinot et al. (2023) that testing the relative fit of partitioned models and across-site compositionally heterogeneous models would be interesting and we do so here, using the output from IQ-TREE to compare the fit of the best partitioned model against the best across-site compositionally heterogeneous model, and GTR+F+G (a representative across-site compositionally homogeneous model). We find that LG+C60+F+G (the overall best fit across-site compositionally heterogeneous model among those we now tested in IQ-TREE) achieves a BIC of 2,624,657.923 (df = 829). The best partitioned scheme (splitting the genes in 19 independently modelled partitions), has a BIC of 2,725,723.787 (df = 1031), while GTR+F+G has a BIC of 2,752,617.845 (df = 958). Despite the partitioned model
having the highest number of parameters and GTR+F+G having the second highest number of parameters, the partitioned model is the worst-fit, with the across-site compositionally heterogeneous LG+C60+F+G being best-fit. Evidently, Boudinot et al. (2023) are incorrect. Data partitioning does not achieve a better fit in this instance (not even with reference to GTR+G) with the across-site compositionally heterogeneous LG+C60+F+G achieving best fit despite having fewer parameters. Our result and those of Feuda et al. (2017) agree in illustrating that, contrary to previous suggestions (Whelan & Halanych, 2017), partitioned models cannot be used in place of across-site compositionally heterogeneous models, simply because they model a different form of heterogeneity.

**Fossil calibrations**

Boudinot et al. (2023) critiqued some of the 57 fossil calibrations used in our molecular clock analyses. This was made possible because our study was the first to follow best practices in justifying fossil calibrations (Parham et al., 2011). We do not agree with their interpretations of the fossil record, as it pertains to clock calibration, but at least Boudinot et al. (2023) can establish their differences of opinion and, if they wish, reproduce the divergence time analyses presented in Cai et al. (2022) with their preferred suite of calibrations. It is not generally possible to discriminate statistically among competing parameters, such as clock model, partition strategy, and calibration density in molecular dating, and it is our common practice to explore this parameter space (e.g., dos Reis et al., 2015; Morris et al., 2018; Betts et al., 2018), as we did in Cai et al. (2022), combining the results of parallel analyses that effectively integrate over the choice of uninformed parameter selection. Boudinot et al. (2023) instead advocate the unfounded assertion of a single, preferred, divergence time analysis, but this hardly represents the uncertainty in the evolutionary timescale of beetles. We do not anticipate that our divergence time analysis will be the last attempt to establish the evolutionary timescale of beetle diversification. Nevertheless, we remain confident that we have conducted the most extensive molecular clock analysis of beetles to date and that our calibrations will serve as a foundation for future research.

**Classification**

Lastly, Boudinot et al. (2023) stated that our revised classification of Coleoptera is “based on” CAT-GTR analyses. We have shown that there is nothing wrong with CAT-GTR and that Boudinot’s et al. (2023) assertions are unsubstantiated by further analyses. Moreover, we point out that an update of higher coleopteran systematics has been long overdue and does not rely on the results of a single analysis. On the contrary, congruent results concerning the higher relationships of coleopteran clades have been consistently recovered in other recent phylogenomic studies (Zhang et al., 2018; McKenna et al., 2019), and many of the proposed changes were suspected for decades. Furthermore, all proposed taxonomic changes are supported by morphological justifications and revised diagnoses, discussed at length in the supplementary material of Cai et al. (2022). We see an update of beetle classification as necessary for maintaining clarity and reflecting our current best understanding of beetle evolution (Bouchard et al., 2024).

**Conclusions**

We agree with Boudinot et al. (2023) that there is no doubt that we still have a long way to go before all the major relationships in coleopteran phylogeny are resolved to everyone’s satisfaction. This has been true of all past analyses and will persist for those yet to come. Nonetheless, it is indeed promising that phylogenomic analyses of independent datasets conducted over recent years are converging on congruent topologies for many major beetle groups (Zhang et al., 2018; McKenna et al., 2019; Cai et al., 2022). This naturally leaves the question of how to handle the remaining incongruencies—tricky relationships that are challenging to address with currently available datasets and methods. We cannot expect to resolve difficult phylogenetic problems by simply counting how many analyses support a particular topology in a phylogenetic popularity contest; science does not proceed democratically, through majority voting. Evidence needs to be weighed and, in our opinion, the only objective measure we have is model fit. Consensus across phylogenetic analyses using models of variable fit is not a useful guide to progress but, rather, leads to self-reinforcing stagnation of scientific enquiry, as this approach inherently fail to allow rejecting conclusions inferred using outmoded models and approaches. If progress is to be made towards the ideal of a coleopteran phylogeny that everyone can agree upon, we advocate a hypothesis-driven approach, both to testing the models we used in building phylogenies, and in testing between those phylogenies and the evolutionary timescales based upon them. With reference to phylogenomic analyses, given the undeniable ability of CAT-GTR to autotune and accommodate dramatic differences in compositional heterogeneity, from across-site compositionally homogeneous dataset (Fig. 1) to highly heterogeneous datasets (compare for example measurements of fit of CAT-GTR and other models in Feuda et al., 2017 and Giacomelli et al., 2022), we advocate the use of CAT-GTR over less flexible models such as LG, LG+C60, when testing hypotheses of phylogenetic relationships.
for Coleoptera, as CAT-GTR can be expected to fit most datasets better than other currently available models (e.g., Cai et al., 2023; Cai, 2024).
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