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REPHRAIN Missions

Address the fundamental tensions and imbalances 

pertaining to protecting citizens online

Mission 1
Privacy at 

Scale
Misuse of Privacy 

Technologies

Mission 2Maximise Socio-

economic benefits

Minimise Harms 

from Sharing

Mission 3Individual Agency Social Good
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Building National Capability

REPHRAINComputer Science

International 
Relations

Law

Psychology

Management Design

Digital Humanities

Public Policy

Criminology

Sociology
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Building National Capability

Academic Partners 5 13

Researchers 40 133

Projects 25 37
£900K new 

projects
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Scoping work to 

inform the £11M 

UKRI call on 

complementary 

node projects as 

part of the 

Protecting Citizens 

Online Strategic 

Priority Fund

Building National Capability
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Protecting online privacy for people going through 
serious life eventsAP4L

Protecting public-facing professionals and their 
dependants online3PO

Addresses concerns that the digitalisation of key 
government services may lead to existing inequalities 
being reproduced or exacerbated

PRIME

Addresses harms that arise from a complex 
interaction of societal processes driven by diverse 
stakeholders

AGENCY

Building National Capability
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Fundamental Research

CLARITI – MuMiN: A Large-Scale Multilingual Multimodal Fact-Checked 
Misinformation Social Network Dataset

PI – Ryan McConville, RA – Dan Saattrup Nielsen

A multimodal machine learning based study of misinformation on social 

networks in the form of text, videos and rich structural connectivity

MuMiN Dataset

21 million tweets belonging to 26K threads

Linked to 13K fact-checked claims

in 41 languages

Publicly Available: 

https://mumin-dataset.github.io/

https://mumin-dataset.github.io/
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Fundamental Research

The applicability of the UK Computer Misuse Act 1990 for cased of 
technology-enabled domestic violence and abuse (Tech Abuse)

PI – Leonie Tanczer, RA – Francesca Stevens

Court cases in England and Wales where either tech-abuse was involved or was 

suspected in an intimate partner violence (IPV) context

Tech abuse continues to be prevalent and common within the analysed 

domestic abuse court cases

CMA 1990 applicable to unauthorised access to mobile phone messages and 

social media accounts, and manipulation of partner’s social media account
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Fundamental Research

FAIRCROWD  - Fair Private and Distributed Evaluation of Crowd-
sourced user data

PI – Rik Sakar and Tariq Elahi, RA – Hao Tsung Yang

Modern businesses depend on personal data to improve machine 

learning and data driven decision making 

Contributors knowing value of their data can enable better data markets 

and reduce privacy risks

Shapley Values algorithm developed for privacy-preserving data 

valuation – uses substantially less data and is differentially private
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Fundamental Research

Query - Efficiently Querying User Sequences While Preventing Their 
Reconstruction

PI – Grigorios Loukides, RA – Huiping Chen

Strings (sequences of elements) can model location or genetic information, 

purchases of products online, or natural language. 

A popular type of queries: Is a given length-k string part of the string S we 

indexed? However, such queries allow an attacker to (reconstruct) S.

Construct a data structure to prevent the reconstruction attack with high 

probability while storing as many answers to useful queries as possible. 
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Fundamental Research

Defining harm, mapping tech interactions associated with harm and 
understanding/auditing mitigation strategies

PI – Adam Joinson, Laura Smith, Danae Stanton Fraser, David Elli, RA –
Alicia Cork, Othman Esoul

Developed psychological model of contextual vulnerability online 

Studies with Genies users to assess the risks of digital fashions NFTs

Ecological momentary assessment study on everyday experiences of harm

Studies on simulated social media platform for assessing how 

sociopsychological context impacts vulnerability to radical ideas
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Co-Producing Artefacts 

Design & Engagement

Adoption & Adoptability

Responsible, Inclusive 

& Ethical Innovation

Policy & Regulation

REPHRAIN Map

REPHRAIN Toolbox
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REPHRAIN Map
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REPHRAIN Toolbox 
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Building Evidence Base

PETS Testbed
REPHRAIN Data 

Archive
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Sharing Best Practice

Best practices for data collection, as well as mechanisms for describing, 
checking, fixing and improving datasets; data storage; data sharing

Building rigorous research artefacts

Ethics review practices with a core ethos of protecting citizens online and 
responsible innovation

Safeguarding researchers and vulnerable users

Masterclasses on REPHRAIN research
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Shaping Policy and Practice

90 Engagement Activities

16 inputs into policy and regulatory initiatives
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Shaping Policy and Practice

Safety Tech Challenge Fund – Independent Evaluation

REPHRAIN invited by DCMS to provide an independent evaluation of Proof-of-Concept tools for 

preventing and detecting child sexual abuse media (CSAM) within end-to-end encryption (E2EE) 

environments within five different projects funded by the Safety Tech Challenge Fund.  

The team is headed by Dr Claudia Peersman (University of Bristol) and joined by:

o Professor Corinne May-Chahal (Lancaster University)

o Professor Emiliano De Cristofaro (UCL)

o Dr Ryan McConville (University of Bristol)

o Dr Partha Das Chowdhury (University of Bristol)

o Dr Jose Tomas Llanos (UCL) 

https://www.safetytechnetwork.org.uk/innovation-challenges/safety-tech-challenge-fund/
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Shaping Policy and Practice

DCMS App Security and Privacy Consultation
Invited to and attended DCMS special invitation meeting to 

discuss 

DCMS Connected tech: smart or sinister - call 

for evidence

Ofcom Online Harm consultation
Follow up meeting with Ofcom to introduce REPHRAIN 

researchers with internal seminar to be given by Ofcom in 

November 2022

DCMS Misinformation and trusted voices inquiry

Home Office Unauthorised access consultation UK Parliament (Science and Technology Select 

Committee) The Right to Privacy: Digital Data –

call for evidence

UK Government Data: A New Direction 

consultation (joint response with CGLI)
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Shaping Policy and Practice

Invited to attend the All-Party 

Parliamentary Group meeting on the 

Metaverse and Web 3.0.

Attended by Ola Michalec (REPHRAIN 

Policy and Regulation Strand) plus 

members of REPHRAIN looking at the 

online harms of VR and AR technologies. 

Presented to over 60 people (including MPs 

and members of the House of Lords) and 

involved in in-depth discussion. 
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Shaping Policy and Practice

SoBigData – Research Infrastructure PPP

A 3-year ESFRI funded consortium to build on work undertaken 

as part of H2020 funding to create, implement and operate a 

research infrastructure.

Involves 31 partners from 13 European countries.

Project Preparation Phase (PPP) will focus on building:

• Legal and financial stability 

• Sustainability

• Technical and governance maturity
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Citizens at the Core

A paradigm shift from Utility to Capability

A Manifesto to empower users

• Policy makers should assess deliberate influences to freedom

• Approaching capability through ethos

• Capability approach to assess the circumstances of the 

marginalised and non-participants

• Democratic participation to evolve a list of basic minimum online 

protections

• A reasoned understanding of winners and losers

• Individuals should value participating in the online community
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Citizens at the Core

Supporting vulnerable user groups

Privacy Clinics
Tackling violence 

against women and 

girls online
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Citizens at the Core

REPHRAIN Sandpit

Transforming REPHRAIN research into actionable impacts for 

protecting citizens online
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And finally

To be hosted by REPHRAIN in July 2024 at University 

of Bristol


